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Gary S. Kendall 
Center for Music Technology 
School of Music 
Northwestern University 
Evanston, Illinois 60208, USA 
g-kendall@nwu.edu 

A 3-D Sound Primer: 

Directional Hearing and 

Stereo Reproduction 

Background 

Imagine yourself standing outside of your home. 
You close your eyes. You hear the sound of cars 
moving by, people talking next door, birds singing 
overhead, construction work going on in the dis- 
tance. What is it that gives this experience its par- 
ticular vibrancy? It might be the individual quali- 
ties of the sound sources themselves, but, more 
likely, it is the clear sense that you are within a 
dynamic 3-D sound space. A crucial aspect of your 
awareness and appreciation of sound in everyday 
life is that sound comes from all directions. You 
can identify the location of auditory events in 3-D 
space instantly and effortlessly. Of course, you are 
familiar with your environment, and you know the 
kinds of sounds you are likely to hear and their 
probable locations. Also crucial to this experience 
is that you are constantly interacting with the envi- 
ronment as you move your head or change your 
location. You receive a continuous flow of informa- 
tion from all of your senses, which changes in re- 
sponse to your movements. This information helps 
you to update your cognitive model of the environ- 
ment, which in turn establishes the spatial context 
in which you judge the location and other spatial 
properties of auditory events. 

Contrast this everyday experience with that of 
listening to recorded music. Traditional stereo re- 
production provides you with some spatial informa- 
tion, but not enough to recreate the full dimension- 
ality of being in a room with a "live" musical 
performance. Rather than giving the feeling of be- 
ing within a 3-D space, loudspeaker reproduction 
creates the impression that you are in front of the 
sound space, while headphone reproduction makes 

you feel as though the sound space is inside your 
head. Consider, too, that when you listen to a 
sound recording, you receive sensory information 
about the recorded "events," but you cannot inter- 
act with the events to update, test, and refresh your 
cognitive model of the environment. With few ex- 
ceptions (such as music videos), you do not inte- 
grate information from your other senses while lis- 
tening. You are relegated to the role of an immobile 
observer with impoverished sensory information. 

Certain recordings have architectural associa- 
tions that help to establish a spatial context. Classi- 
cal orchestras perform in concert halls, and jazz 
combos perform in small clubs. Rock music, 
though, does not have such a clear archetypical, en- 
vironmental context. It is amplified to begin with, 
and as such, is a creature of electronic reproduc- 
tion. Rock music, in particular, reveals that lis- 
tening to recorded music is a special idiom of every- 
day experience, with a complex set of conventions 
governing the presentation and apprehension of au- 
ditory events. Recorded music is a learned "cul- 
tural form" that we usually take to be a mediated 
approximation to the direct experience. Especially 
in the case of rock music, the recorded form of the 
music has become the primary archetype. 

The primary difference in the two situations de- 
scribed above is essentially that of direct versus me- 
diated experience. Today's enthusiasm for multime- 
dia and virtual reality seems to be part of a cultural 
desire to create artistic/cultural forms without 
these intervening conventions of presentation, 
forms that stand in a much more immediate rela- 
tionship to direct experience than do conventional 
audio or video recordings. Although the spatial 
properties of rock music are products of studio art, 
a need is still felt to invent a form of more-direct 
experience within the existing musical genre. An 
intrinsic part of that direct experience is 3-D 
sound. 
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The Scope of 3-D Sound Technology 

While it can be argued that some traditional stereo 
recordings produce effects that could be called 3-D, 
when we refer to "3-D sound," we generally mean 
that the listener hears sounds in directions that are 
not experienced with conventional stereo. A 3-D 
sound system should exceed conventional stereo's 
range of directions in either azimuth or elevation, 
or both. For example, a 3-D system for loudspeaker 
reproduction should be able to position sounds out- 
side the boundaries of the loudspeakers, and a 3-D 
headphone system should be able to place sounds 
outside the head, to the listener's front and rear. 

The key technical innovation that enables these 
advances over traditional stereo is the use of signal 
processing to superimpose directionally dependent 
transfer functions (DTFs) on the stereo output sig- 
nals. These transfer functions must recreate the 
complex acoustic cues used by listeners in every- 
day life to determine the direction of a sound in 3- 
D space. Theoretically, the entire breadth of 3-D au- 
ditory phenomena that is experienced every day 
can be recreated with such a system. The construc- 
tion and manipulation of the DTFs is much more 
easily accomplished with computer technology 
than with analog circuits, and this fact helps to ex- 
plain why 3-D sound has matured so recently. An- 
other important reason for this late start is that the 
phase information essential to 3-D listening is not 
well preserved on vinyl records. Therefore, the 
emergence of 3-D sound as a commercial phenome- 
non has been greatly facilitated by the development 
of compact discs and high-quality digital-to-analog 
converters. 

While the key feature of a 3-D sound system is 
its ability to "directionalize" sound, there are a 
number of other perceptual attributes associated 
with listening to sounds in space that can, poten- 
tially, be designed into a 3-D system. For example, 
the opposite effect to directionalization is non- 
directionalization. Non-directionalized sounds are 
usually described as diffuse sound fields occupying 
a region of 3-D space (Kendall 1995). Another per- 
ceptual attribute is the perceived distance of the 
sound image. The manipulation of distance is usu- 
ally accomplished by direct control of simulated re- 

verberation (Chowning 1971), although sound im- 
ages close to the head can be produced with di- 
rectional transfer functions alone (as discussed 
later in this article, and, somewhat differently, in 
Kendall 1995). If there is reverberation, the listener 
may interpret it as presenting information about 
the environment, such as the size of the room or 
the reflective properties of the walls and furnish- 
ings. The sound images in the reverberant envi- 
ronment may be characterized by the listener 
according to their degree of "definition" and "spa- 
ciousness," critical qualities in the design of con- 
cert halls. (See Rasch and Plomp 1982 for an excel- 
lent review of subjective room acoustics.) It is 
possible to control these perceptual attributes by 
simulating the physical environments (Borish 1984; 
Kendall and Martens 1984; Kendall et al. 1986; 
Kleiner, Dalenback, and Svensson 1993). The listen- 
er's perception of these environmental attributes 
does not always require 3-D directionalization. (For 
example, traditional stereo recordings of classical 
music have excelled in this area.) But the marriage 
of directionalization and environmental simulation 
can produce a sense of "being there," in direct sen- 
sory contact with physical reality, that is never 
achieved with traditional stereo reproduction. Yet, 
one expects that the evolution of 3-D sound tech- 
nology will be driven not so much by the modeling 
of physical reality as by the demands of creative art- 
ists who will invent new artistic idioms for 3-D 
sound. 

The Goal of This Article 

As the technology for 3-D sound advances, there is 
a need to summarize and re-explain the field. The 
goal of this article is to provide a primer on 3-D 
sound technology for people in the professional 
community who find this topic an increasingly im- 
portant part of their fundamental knowledge, as 
well as for the upcoming young professionals who 
need a starting point in their own learning process. 
(The reader seeking more in-depth coverage is di- 
rected to the books by Begault 1994 and Blauert 
1974.) This paper focuses on the core technical 
issue of 3-D sound: the scientific and engineering 
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means by which a person listening to a stereo repro- 
duction system can perceive the direction of a 
sound in 3-D space. The discussion is organized in 
two sections. The first section discusses the scien- 
tific basis of directional hearing, while the second 
section discusses practical techniques for 3-D 
stereo reproduction. 

The Scientific Basis of 3-D Sound 

The scientific basis of 3-D sound is captured in the 
literature of three separate disciplines: physical 
acoustics, psychoacoustics, and auditory neurophys- 
iology. Physical acoustics focuses on the sound 
waves that reach the listener's eardrums, and the 
acoustic phenomena that determine their specific 
properties. Psychoacoustics studies the relationship 
between the acoustic waves at the eardrums and 
the perception of spatial imagery reported by listen- 
ers. Auditory neurophysiology is concerned with 
understanding the neurological structures that give 
rise to the experience of sound. 

The discussion below will consider 3-D sound 
from the perspective of each one of these disci- 
plines in turn. Knowledge gained within any one 
discipline is insufficient to understand many of the 
phenomena that we take for granted in everyday 
life, and as the technology for 3-D sound continues 
to develop, professionals increasingly need to draw 
upon multi-disciplinary sources of information. 

Physical Acoustic Perspective 

When an acoustic event occurs in the natural envi- 
ronment, sound waves from that event propagate in 
all directions. The waves encounter objects in the 
environment with which they interact by reflection 
and diffraction. The constructive and destructive in- 
terference of all the resulting waves creates a rich 
acoustic admixture that is further enriched when 
there are multiple sound sources. 

One of the potential objects encountered in the 
environment is a listener. At the listener's position, 
sound waves are arriving at different times and 
from various directions. As shown in Figure 1, 
there is typically one straight-line path along 

Figure 1. Depiction of 
sound events in an envi- 
ronment. There is one di- 
rect sound path (thick 
line) between the event 
and the listener, and many 
indirect sound paths (thin 
lines). 

D 
LI 

which the initial waves of each event first reach the 
listener. This initial direct sound provides the 
least-compromised information about the direction 
of the sound event. Later, sound waves are reflected 
back from objects in the environment, and arrive 
from many directions with different time delays. 
This indirect sound provides information about the 
environment and the relative position of the sound 
event within the environment, especially its dis- 
tance from the listener. For as long as the sound 
event persists, direct sound and indirect sound are 
simultaneously present and virtually indistin- 
guishable. 

When a sound wave encounters a listener, there 
are two acoustic results depending on the fre- 
quency: (1) high-frequency energy is specularly re- 
flected away, and (2) low-frequency energy diffracts 
and bends around the listener. In between, there is 
a transition band that is centered around 1,500 Hz, 
the frequency whose wavelength is approximately 
equal to the diameter of the head. This acoustic 
phenomenon can be thought of as analogous to 
ocean waves hitting the piling of a pier: small 
waves bounce off, while large waves bend around 
and go past it. 
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The sound waves that reach the listener's two ear- 
drums are affected by the interaction of the original 
sound wave with the listener's torso, head, pinnae 
(outer ears), and ear canals. The composite of these 
properties can be measured and captured as a head- 
related transfer function (HRTF). The complexity of 
the interaction of the sound wave with the acous- 
tics of the listener's body makes the HRTF at each 
ear strongly dependent on the direction of the 
sound. 

When a sound event is equidistant from the two 
ears, the sound arrives at each ear from the same 
direction and the HRTFs are very similar (but not 
identical due to slight asymmetries of the head). 
The region in which sound sources are equidistant 
from the two ears is called the median plane. (The 
similarity of acoustic information is often given as 
the reason why localization accuracy is poor on the 
median plane.) There are two other names by 
which researchers refer to planes in 3-D space. One 
is the horizontal plane which is level with the lis- 
tener's ears. The other is the frontal plane (or lat- 
eral plane), which divides the listener's head verti- 
cally between the front and the back. These planes 
are illustrated in Figure 2. 

When the source is not equidistant from the 
ears, the signal arrives at each ear from a different 
direction and the HRTFs are far from identical. The 
ear nearest the sound source is called the ipsilateral 
ear and the ear farthest from the sound source is 
called the contralateral ear. The position of a sound 
source relative to the center of the listener's head is 
most conveniently captured as a vector expressed 
in terms of two angles, azimuth and elevation, and 
one scalar, distance (see Figure 3). Azimuth 
is measured as the angle between a projection 
of the vector onto the horizontal plane and a vector 
extending directly in front of the listener. A progres- 
sive movement from 0 to 360 degrees would take 
the source completely around the listener's head. 
(There is no general agreement as to whether 90 de- 
grees azimuth represents the listener's left or right.) 
Elevation is measured as the angle formed between 
the vector and the horizontal plane rising to 90 de- 
grees overhead or descending to -90 degrees below. 

As shown in Figure 4, the signals arriving at the 
eardrums can be examined from two perspectives: 

Figure 2. Relationship of 
the median, horizontal, 
and frontal (lateral) planes 
to the listener's head. 

Figure 3. Specifying the po- 
sition of a sound event rel- 
ative to the head in terms 
of azimuth, elevation, and 
distance. 

Median Plane 

Frontal Plane 

00 

Horizontal Plane 

Figure 2 

distance 

elevation 

0-azimuthegrees 

azimuth 

Figure 3 

the time domain and the frequency domain. If we 
imagine that the sound event is a simple impulse, 
we can easily identify the features that are depen- 
dent just on the acoustics of the listener. From the 
standpoint of the time domain, the signals that 
reach the two ears are no longer impulsive. The en- 
ergy has been spread over 1-3 msec by the acoustic 
interaction with the listener's body. Comparing the 
two ears, the sound arriving at the ipsilateral ear is 
generally more intense and arrives earlier than that 
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Figure 4. Time-domain 
and frequency-domain rep- 
resentations of HRTFs for 
the ipsilateral and contra- 
lateral ears. Adapted from 
Kendall et al. 1990. Used 
by permission of the 
Audio Engineering Society. 
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at the contralateral ear. These differences between 
the two ears are called the interaural intensity dif- 
ference (IID) and the interaural time difference 
(ITD), respectively. When a sound source is com- 
pletely to the side, near 90 degrees azimuth on the 

Figure 5. Energy-time 
curves measured at the 
eardrum position of the 
Kemar mannequin for 36 
azimuth angles on the ho- 
rizontal plane. The curve 
at the bottom of the graph 
was measured at 0 degrees 

azimuth (front), and subse- 
quent curves proceed by 
10-degree increments com- 
pletely around the head to 
350 degrees. From Kendall 
et al. 1990. Used by per- 
mission of the Audio Engi- 
neering Society. 
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horizontal plane, the ITD reaches a maximum near 
.7 to .8 msec. 

A comparison of impulse responses measured for 
different locations will reveal few significant pat- 
terns. But, if those impulse responses are converted 
to energy-time curves (similar to those of Hira- 
naka and Yamasaki 1983), more significant trends 
emerge. These energy-time curves, also called enve- 
lope functions, capture the dispersion of the im- 
pulse's energy across time (while omitting the wave- 
form's positive and negative excursions). Figure 5 
shows energy-time curves measured at the eardrum 
position of the Kemar mannequin for 36 azimuth 
angles on the horizontal plane. Most significantly, 
one can see the variation in the delay of the initial 
sound that accompanies a change of azimuth. 
Around 270 degrees (the far contralateral side), the 
symmetry of sound circling the head in both direc- 
tions disrupts the pattern of the peaks. There are 
also clear patterns in the delayed energy after the 
initial peak. (The delayed sound reduces gain be- 
tween 150 and 270 degrees, probably reflecting a re- 
duction in sound from the pinna.) 

In the frequency domain, Figure 4 reveals that 
HRTF magnitude profiles vary tremendously. Com- 
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paring the two ears, we see that the magnitude pro- 
files are more similar for low frequencies than for 
high frequencies. The differences become increas- 
ingly noticeable above the 1,500 Hz transition 
zone, because the head is increasingly effective at 
blocking waves at these higher frequencies. 

Plots of the HRTF phase are typically difficult to 
interpret. The phase function "wraps" repeatedly 
from -rr to +ru, because the time delays exceed the 
wavelengths of most frequencies. More-significant 
information is revealed when the phase is reinter- 
preted in terms of time delay, expressed either as 
phase delay or group delay. Phase delay reveals the 
time delay of each frequency, and group delay de- 
scribes the time delay of the amplitude envelope of 
each frequency (see Smith 1985 for a more com- 
plete description). Figure 4 represents HRTF phase 
as phase delay. The delays are greatest for the low- 
est frequencies, because the diffraction of waves 
around the head causes the low-frequency waves to 
move more slowly than the high-frequency waves. 
Between 500 and 2,500 Hz there is a region in 
which delay makes a transition from a low- 
frequency region to a high-frequency plateau. The 
approximate center of this region lies at 1,500 Hz, 
clearly an important region for both magnitude and 
phase. 

Numerous acoustic factors add complexity and 
richness to HRTFs. For example, there is a clear 
magnitude peak in the region around 3,000 Hz that 
is caused by the resonance of the ear canal. There 
are also notches and other fine details in the magni- 
tude response, caused by constructive and destruc- 
tive interference of the direct wave with sound re- 
flected off the body. Reflected sound below 2,000 
Hz is mainly from the torso, and above 4,000 Hz it 
is mainly from the pinnae; in between, there is a re- 
gion of overlapping influence (Kuhn 1987). 

A comparison of HRTFs measured for adjacent di- 
rections will reveal many significant patterns. Fig- 
ure 6a illustrates the patterns that can be observed 
in the magnitude response of the ipsilateral ear on 
the horizontal plane between 0 and 180 degrees azi- 
muth. For example, the bandwidth of the spectral 
peak near 3,000 Hz widens as the sound source 
moves from front to back. A deep notch in the 
8,000 Hz region migrates upward in frequency as 

Figure 6. Ipsilateral HRTFs 
measured at the eardrum 
position of the Kemar man- 
nequin for 19 azimuth 
angles on the horizontal 
plane: magnitude response 
(a) (from Kendall et al. 
1990), and phase response 
(b), expressed in group de- 

lay The curve at the bot- 
tom of each graph was 
measured at 0 degrees azi- 
muth (front) and the curve 
at top of each graph was 
measured at 180 degrees 
azimuth (rear). Figure 6a 
used by permission of the 
Audio Engineering Society 

0 

o 

C-" 

ao 

ra 

0 
% 0 

0 

0 5000 10000 15000 20000 

Frequency (Hz) 

(a) 

0 a- 
0 

Frequency (Hz) (b) 

28 Computer Music Journal 



the source moves toward the back, and then virtu- 
ally disappears. The 4,000 Hz region shows a deep 
notch between 100 and 130 degrees in azimuth. 
Figure 6b reveals related trends in group delay. 

These frequency-domain profiles can also be 
viewed from the perspective of the differences be- 
tween the two ears. In complex ways, IIDs and 
ITDs vary across frequency. Figure 7 shows the 
frequency-dependent IID and the ITD (expressed as 
group delay) for a single direction. 

When the distance of the originating sound event 
changes, HRTFs change very little if the event is 
more than 2 m from the head. Beyond 2 m, the 
sound wave from the acoustic event is approxi- 
mately planar. (This means that HRTFs recorded at 
least 2 m from the head can be used to simulate 
sound sources farther away, provided that environ- 
mental cues to distance are also present.) Less than 
2 m from the head, the sound waves from the acous- 
tic event are more spherical, the effective angle be- 
tween the sound event and the individual ears 
changes, and the HRTFs diverge significantly from 
those recorded farther away. Figure 8 shows a series 
of HRTFs recorded at varying distances directly in 
front of the head. The perception of distance close 
to the head appears to depend on these alternative 
HRTFs. 

A comparison of HRTFs from different individu- 
als will reveal that spectral features do not entirely 
match. The magnitude of individual HRTFs will 
vary in gross shape, as well as in details. Figure 9 
compares the ipsilateral HRTFs of two individuals 
on the frontal plane. Although there are consider- 
able differences in shape and detail, it can be seen 
that the overall trends are quite similar. For ex- 
ample, both individuals show the same trend in the 
upward migration of notch frequencies as elevation 
rises. This suggests that while individuals possess 
heads of different sizes and pinnae of different 
shapes, the acoustic processes that forge the individ- 
ual HRTFs are the same. Nonetheless, interaural 
phase differences will be especially affected by 
head size because of the difference in the separa- 
tion of the ears. The magnitude of interaural phase 
cues for children must vary considerably from 
those for adults. 

Figure 7. Frequency- 
dependent interaural mag- 
nitude difference and the 
interaural group-delay dif- 
ference for a sound source 
at 90 degrees in the hori- 
zontal plane. (Original 
data was measured with 
the Kemar mannequin 
and then smoothed.) 

Figure 8. Magnitude re- 
sponse of sources located 
at 0 degrees azimuth, 0 
degrees elevation, at dis- 
tances of 90 inches (solid 
line), 24 inches (dashed 
line), and 4.5 inches (dot- 
ted line). 
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Figure 9. The HRTFs on 
the frontal plane for two 
subjects. The sound in- 
creases in elevation (solid 
line, 0 degrees; long 

dashes, 10 degrees; short 
dashes, 20 degrees; and 
dotted line, 30 degrees) 
(from Kendall and Mar- 
tens 1984). 
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HRTF Measurement Techniques 

HRTFs are generally measured by recording test sig- 
nals in one of three positions: (1) at the blocked en- 
trance of the ear canal, with a miniature micro- 

phone capsule; (2) within the ear canal, using a 
probe tube; or (3) at the eardrum position, em- 
ploying a dummy head. In all three cases, the head 
must be kept perfectly still during measurement, 
and environmental sound must be eliminated. Mea- 
surements made at each position have a stable, 
fixed relationship to measurements made at other 
positions (Moller 1992). For example, measure- 
ments made with a probe tube placed at least 15 
mm into the ear canal are closely related to those 
at the eardrum position. There is a fixed ratio be- 
tween the magnitude spectra of the two, up to 
around 7,000 Hz. Above 7,000 Hz (and sometimes 
below), notches in the two measurements are offset 
from each other and create push-pull spectral differ- 
ences. (There is typically a poor signal-to-noise ra- 
tio in the notches, which may cause inaccuracies 
when one transforms one type of measurement 
into another.) 

Measurements made at the ears must be pro- 
cessed to isolate the part that represents the actual 
HRTFs. The acoustic signals measured at the ears 
can be represented as the products of the transfer 
functions of the source, S(w), and the recording 
equipment, T(o), with the ipsilateral ear, Hi(w), or 
the contralateral ear, He(W): 

S(o) T(w) H,(w) or S(w) T(ow) H(o). 
A reference measurement without a human sub- 

ject is the product of the source and recording 
equipment alone, S(o) and T(w). Therefore, the 
HRTFs can be isolated by dividing the reference 
from the measurements in the ears: 

[S(o) T(o) Hi(w)] / [S(ow) T(w)] = Hi(o) 
and 

(S(w) T(o) Hc(ow)] / [S(ow) T(w)] = Hc(w) 
This computation is typically performed by first 

transforming the time-domain measurements to 
the frequency domain via the Fast Fourier Trans- 
form (FFT), where the complex-valued division can 
be performed directly. Alternatively, the complex- 
valued frequency data can be converted to magni- 
tude and phase, after which, the complex division 
is achieved by subtracting the gain in dB and the 
phase of the reference measurement from the ear- 
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measurement data. The impulse response for HRTF 
is then computed by transforming the frequency- 
domain HRTF to the time domain via the inverse 
FFT. 

Psychoacoustic Perspective 

A listener's judgment of the direction of an acous- 
tic event is dominated by the sound that reaches 
the listener along the shortest, most direct path 
(otherwise the judgment of the direction of the 
event would be ambiguated by the indirect sound). 
This preference given to the initial sound is called 
the precedence effect (Wallach et al. 1949) or the 
law of the first wavefront (Blauert 1971). Even 
these initial sound waves are radically transformed 
in comparison to those of the original event. The 
sound arriving at each ear is spectrally modified by 
the HRTF, each ear has a different transformation, 
and the transformation changes as the head and/or 
the source moves. The auditory system performs 
the phenomenal task of integrating the informa- 
tion arriving at the two ears into a single, fused 
perceptual image of the acoustic event in space, 
extracting the directional information, and recon- 
structing an estimate of the original source spec- 
trum. This is accomplished even though there is no 
direct, structural representation of spatial informa- 
tion in the peripheral auditory system, as there is 
in the peripheral visual system when light is fo- 
cused onto the retina. (No wonder that research 
into three-dimensional sound has lagged behind re- 
search into three-dimensional vision!) 

Classical psychoacoustics focused on the separa- 
tion of the two ears, and proposed the duplex the- 
ory of sound localization (Rayleigh 1907). Experi- 
menters attempted to construct a theory of 
localization by compositing results from many ex- 
periments conducted with the ultimate acoustic 
building blocks-sine waves. These experiments 
demonstrated that interaural differences, that is, 
differences in the acoustic signals simultaneously 
presented to the left and right ears, strongly affect 
spatial perception; IID and ITD each make a sig- 
nificant impact on perceptual judgments in a sepa- 
rate frequency range. Above 1,500 Hz there is acous- 

tic shadowing by the head, and localization 
judgments are dominated by the intensity differ- 
ence between the ears (IID). Below 1,500 Hz, the 
head is not a significant acoustic obstacle, there is 
a less-significant intensity difference, and localiza- 
tion judgments are dominated by the time differ- 
ence between the ears (ITD). (Consider too that 
above 1,500 Hz, ongoing phase differences would 
often exceed 360 degrees, making it impossible to 
judge time delay on the basis of these phase differ- 
ences.) The differentiation in perceptual processing 
appears to be coupled to the acoustic properties of 
the head. 

These observations do not, however, provide suf- 
ficient explanation for human localization. In fact, 
IID and ITD only affect the extent of the lateraliza- 
tion of the sound source, that is, its perceived posi- 
tion along the interaural axis, a left/right axis be- 
tween the ears. With only IID and ITD, a listener 
cannot determine whether an acoustic event is in 
front, above, behind, or below. This ambiguity of lo- 
cation at a given degree of lateralization has been 
called the cone of confusion (Woodworth 1954) (see 
Figure 10). It is now commonly accepted that the 
seeming uncertainty of spatial location on the cone 
of confusion is disambiguated by the complex 
acoustic profiles of the HRTFs. The classic psycho- 
acoustic experiments supporting the duplex theory 
of localization did not utilize the frequency- 
dependent interaural magnitude difference and in- 
teraural phase difference typical of HRTFs. Then 
too, the duplex theory ignored the influence of al- 
ternative temporal cues above 1,500 Hz, such as in- 
teraural onset differences (see Blauert 1974 for a 
comprehensive review). Acoustic events in natural 
environments also exhibit ongoing perturbations 
that provide additional opportunities for grasping in- 
teraural temporal cues. The classical psychoacous- 
tic stimuli were impoverished, and the results are 
only partially useful in understanding localization 
in everyday listening situations. 

Modern psychoacoustic research has turned its at- 
tention to binaural hearing and the role of HRTFs 
in localization. In the broadest context, binaural 
means combining information from the two ears 
(as opposed to monaural, which means using infor- 
mation from one ear or from each ear indepen- 
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Figure 10. The cone of con- 
fusion (based on Wood- 
worth 1954; adapted from 
Kendall et al. 1990). Used 
by permission of the 
Audio Engineering Society 
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G G Front Rear 
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dently). Use of the word "binaural" also implies 
the kind of frequency-dependent interaural cues 
typical of HRTFs. This change in the focus of re- 
search is also accompanied by a shift toward the 
use of broadband stimuli, rather than sine waves. 

Even though HRTFs are rich in acoustic detail, 
perceptual research suggests that the auditory sys- 
tem is selective in the acoustic information that it 
utilizes in making judgments of sound direction. 
Evidence reveals that monaural phase information 
is irrelevant to spatial perception, and that in- 
teraural phase information is extremely important. 
Wightman and Kistler (1992) have demonstrated 
that low-frequency ITD is the dominant localiza- 
tion cue for sounds that contain energy below 2.5 
kHz. For sounds that lack this low-frequency en- 
ergy, IID provides the most likely basis for localiza- 
tion. It is still unclear, though, how much influ- 
ence high-frequency time differences might have, 
since experiments have shown that the time differ- 
ences between the temporal envelopes of high- 
frequency sounds are easily detectable (Henning 

1974). Although the majority of research focuses on 
binaural cues, there is research into monaural spec- 
tral cues that suggests they are important for sound 
sources at the sides (Musicant and Butler 1985). 
There is also evidence that elevation in particular 
is influenced by the spectral content of the sound 
source itself (which is received at both ears), such 
that high-pitched/bright sounds are typically local- 
ized higher than low-pitched/dark sounds (Butler 
1973). 

There are important differences between the ver- 
tical and horizontal dimensions in the resolution 
with which people can judge the spatial location of 
a sound source, an effect that Blauert terms local- 
ization blur (Blauert 1974). The highest resolution 
is evident in the horizontal dimension, especially 
in front of the listener where the minimum audible 
angle is 2 degrees or less, depending on the exact 
nature of the experimental task. That angle in- 
creases to near 10 degrees at the sides, and narrows 
to near 6 degrees in the rear. By comparison, the res- 
olution in the vertical dimension is low. The verti- 
cal minimum-audible angle in front is near 9 de- 
grees, and it steadily increases overhead until it 
reaches 22 degrees. (See Blauert 1974 for a sum- 
mary of research in this area.) Spatial acuity is ap- 
parently not as important for auditory perception 
as it is for visual perception. 

While front/back discrimination is possible on 
the basis of the full acoustic information in HRTFs, 
it is also clear that head movement plays a domi- 
nant role in resolving front/back confusions (Wal- 
lach 1940). This is particularly important for sound 
sources located near the median plane, where other 
acoustic information provides few interaural differ- 
ences. Figure 11 illustrates how the location of 
sound sources in front and in back of the listener is 
disambiguated by turning the head toward the 
right. For a sound source in front of the listener, 
turning the head toward the right causes the left 
ear to receive sound earlier and with greater inten- 
sity. For a sound source behind the listener, it is the 
right ear that receives the earlier and more intense 
sound. Wallach's classic experiments also clearly 
demonstrated that dynamic interaural cues would 
override HRTFs when the two were placed into con- 
flict. 

32 Computer Music Journal 



Figure 11. A dynamic head 
turn to the right disambig- 
uates whether a sound 
source is in front or in 
back of the listener 
(adapted from Kendall et 
al. 1990). Used by permis- 

sion of the Audio Engi- 
neering Society 

Front Back 

Individual Differences 

There is debate at present concerning the impact of 
individual differences and the extent to which 
people can localize with HRTFs other than their 
own. Individual HRTFs vary tremendously, and in- 
teraural differences are strongly affected by differ- 
ences in head size and pinnae size and orientation. 
It appears that some individuals' HRTFs improve 
other individuals' localization accuracy (Butler and 
Belendiuk 1977; Wightman and Kistler 1989), but 
that large differences in head size can undermine 
localization (Morimoto and Ando 1983). Wenzel, 
Wightman, and Kistler (1993) report that elevation 
judgments and front-back differentiation are more 
likely to degrade with non-individualized HRTFs. 
At the same time, it appears that effective localiza- 
tion can occur in many cases in which the ears re- 
ceive directional transfer functions (DTFs) whose 
details differ significantly from measured HRTFs. 
Kendall and Rodgers (1982) used low-order filters to 
create cartoon-like approximations of natural 
HRTFs, while Martens (1987) and Kendall, Mar- 
tens, and Wilde (1990) describe using principal- 
components analysis to create artificial DTFs. Com- 
parison of results suggests the following: 

1. Individuals generally localize better with their 
own HRTFs than with those of others. 

2. Some individuals have HRTFs that are supe- 
rior, and these HRTFs can sometimes improve 
the others' localization. 

3. In order for one individual's HRTFs to work 
for another, the head sizes must be approxi- 
mately the same. 

4. Localization can be achieved with synthetic 
DTFs whose details differ from measured 
HRTFs. 

Neurophysiological Perspective 

Although neurophysiology is not part of the educa- 
tional background of many computer music and 
audio professionals, it is an area from which many 
of the most important new ideas and discoveries 
about hearing continue to come. This is especially 
true for directional hearing. (For comprehensive re- 
views, see Phillips and Brugge 1985; Casseday and 
Covey 1987; and Kuwada and Yin 1987.) The termi- 
nology and perspective of neurophysiology are quite 
distinct from those of physical acoustics and psy- 
choacoustics. The purpose of this section is to fa- 
miliarize the reader with this important context for 
understanding directional hearing and, in particu- 
lar, to point out the special adaptations in the audi- 
tory system for sound localization. Although an at- 
tempt is made to introduce terminology somewhat 
gently, it is undoubtedly helpful if the reader has 
some basic familiarity with the field, especially the 
physiology of the auditory system. 

Peripheral System 

While the pinna is clearly adapted to auditory local- 
ization, the peripheral neurological system has 
little or no specialization for directional hearing. 
The peripheral neurological system transforms the 
acoustic ear signals into neural activity and seems 
most clearly designed to capture the spectral/tem- 
poral decomposition of incoming acoustic waves. 
The primary function of the signal decomposition 
appears to be identifying the sound source, namely, 
the sounding object and its excitation. This 
strongly conditions the structure of the neural 
mechanisms that underlie human localization, 
since, at the level of the peripheral neurological sys- 
tem, source information commingles with spatial 
information. 

The acoustic signal at the outer ear is converted 
to mechanical energy by the linkage of the eardrum 
to the middle ear (see Figure 12). This mechanical 

Kendall 33 



Figure 12. Peripheral audi- 
tory system: physical struc- 
ture showing pinna, ear- 
drum, middle ear, oval 
window, and cochlea (a); 

conceptual representation 
of the uncoiled cochlea, 
which is divided down the 
middle by the basilar 
membrane (b). 
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energy is converted to fluid pressure by the linkage 
of the stapes (stirrup) to the flexible oval window at 
the base of the cochlea. Stapes motion at the oval 
window initiates a traveling wave of displacement 
down the basilar membrane. As this wave travels, 
it is increasingly damped by the changing mass 
and shape of the basilar membrane. From base to 
apex, the wavelength lengthens and its velocity de- 
creases. The extent of membrane displacement is 
related to the spectral content of the wave, such 
that maximal displacement occurs near the base 
for high-frequency components and near the apex 
for low-frequency components. Sensory receptor 
cells located along the basilar membrane, called in- 
ner and outer hair cells, respond maximally at a 
characteristic frequency. These frequencies run 
from high to low along the membrane from base to 
apex, and are arranged nearly logarithmically. Thus, 
distance along the basilar membrane is approxi- 
mately proportional to the log of the characteristic 
frequency. In this way spectral information is spa- 
tially mapped onto a neurological representation. 
There is no spatial representation of location as 
there is in the peripheral visual system. 

The motion of the basilar membrane causes dis- 
placement of the cilia of the hair cells, and changes 
the cell potential. The resulting potential can be 
viewed as containing an AC part and a DC part. 
The AC part captures the temporal changes of the 
waveform itself, while the DC part can be viewed 
as the average value of the potential over a period. 
At high frequencies, the DC part is the only re- 
sponse. For example, above 5 kHz, the temporal 
structure of a sine waveform is not individually re- 
solved (it has no AC part) and the inner hair cells 
respond only to the temporal envelope (captured by 
the DC part). The neurological representation of 
temporal information therefore shifts gradually 
from the waveform itself at low frequencies to the 
signal envelope at high frequencies. (Thus, it ap- 
pears that the most appropriate time-delay represen- 
tation for low frequencies is phase delay, and for 
high frequencies is group delay.) 

Neural Pathways 

The basilar membrane creates a neural representa- 
tion of the acoustic activity taking place in the 
physical world, and this information is initially 
transformed and retained in the action potential 
firing patterns of fibers innervating (or, furnishing 
neural connections to) the basilar membrane from 
the cochlear nucleus (CN). These auditory nerve 
fibers bifurcate up to the anteroventral cochlear 
nucleus (AVCN) and down to the dorsal cochlear 
nucleus (DCN). (Follow Figures 13a and 13b for a 
diagrammatic representation.) The goal of the cen- 
tral neurological system and subsequent neurologi- 
cal processing is to construct a representation of in- 
formation about the physical world that is useful 
for survival, including the identity of sound sources 
and their locations. 

At the beginning of the neural processing, the 
source information and the directional information 
are confounded. The most direct strategy for segre- 
gating the two is to extract directional information 
from the differences between the ears, i.e., binaural 
information. The auditory neurological system 
forms symmetric left and right neural pathways for 
this binaural information. To simplify the discus- 
sion of these binaural pathways, we will trace the 
evolution of one path; same-side connections will 
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Figure 13. Representation 
of the primary auditory 
neural pathways im- 
portant for directional 
hearing: projections to and 
from the superior olives 
(SO) constitute the heart 

of the binaural system (a); 
monaural pathways and 
the integration of binaural 
information in the DNLL 
(b). Abbreviations are ex- 
plained in the text. 
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be referred to as ipsilateral, and opposite-side con- 
nections as contralateral. 

The origin of the binaural pathways is the AVCN, 
which is the source of projections to both the ipsi- 
lateral and contralateral superior olive (SO) (Stotler 
1953). Projections in and out of the SO are repre- 

sented in Figure 13a. The medial superior olive 
(MSO) is innervated by both the ipsilateral and con- 
tralateral cochlear nuclei. Its input is dominated by 
low-frequency fibers that retain the fine temporal 
structure from the basilar membrane. There is 
strong evidence suggesting that the MSO is a coin- 
cidence detector for interaural time differences 
(Goldberg and Brown 1968). The lateral superior 
olive (LSO) is directly innervated only by the ipsilat- 
eral cochlear nucleus. It is connected to the contra- 
lateral cochlear nuclei through an intermediate con- 
nection in the contralateral medial nucleus of the 
trapezoid body (MNTB). The MNTB appears to pro- 
vide an inhibitory input to the LSO. Both inputs 
are dominated by high-frequency fibers. Evidence 
suggests that the LSO detects IIDs (Boudreau and 
Tsuchitani 1968). 

The LSO and MSO project to and converge on 
two targets, the inferior colliculus central nucleus 
(ICC) and the dorsal nuclei of the lateral lemniscus 
(DNLL). This gives rise to the possibility that IID 
and ITD information is conjoined. Moreover, both 
ipsilateral and contralateral LSO project to the 
ICC, suggesting that information from both binau- 
ral pathways are combined, though only the ipsilat- 
eral projection includes LSO low frequencies. The 
ICC is also the target of projections from the con- 
tralateral AVCN and the DCN (see Figure 13b). 
These projections contain monaural, rather than 
binaural information. In the ICC, the targets of the 
MSO and LSO lie within the target of the AVCN 
and overlap with each other, giving rise to the possi- 
bility that monaural source information is recom- 
bined with binaural information. The ipsilateral 
DNLL projects to the contralateral DNLL (Figure 
13b), providing a clear opportunity for integrating 
information from both binaural pathways, which 
can then be passed on through projections to the ip- 
silateral and contralateral ICC. The DNLL is also 
connected to the greater superior colliculus (not 
shown in Figure 13), providing binaural auditory in- 
formation with a path to motor centers. 

The inferior colliculus has been the site of much 
work on IID and ITD. Research with low-frequency 
tones reveals neurons that respond to a "character- 
istic delay" (Rose et al. 1966). Similar results have 
been found with amplitude-modulated high- 
frequency tones (Yin, Kuwada, and Sujaku 1984). 
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The "phase locking" that occurs with the envelope 
of the high-frequency tones is just like that of the 
low-frequency tones. Thus, there appears to be a 
single system of ITD detection that extends from 
the phase of low-frequency tones to the envelope of 
high-frequency tones. 

Although less clear in mammals, research with 
barn owls has shown that a spatial referent map of 
auditory space exists in the equivalent to the infe- 
rior colliculus (Knudsen and Konishi 1978). Individ- 
ual neurons respond to acoustic stimulation from a 
narrow spatial region, and neighboring cells re- 
spond to sources in adjacent spatial regions. Not 
only that, but azimuth is associated with ITDs and 
elevation with IIDs (Moiseff and Konishi 1981). 

After the convergence of binaural and monaural 
information in the ICC, pathways ascend to the me- 
dial geniculate body (MGB) and then the auditory 
cortex (shown in Figures 13a and 13b). One might 
expect that a spatial referent map would be found 
in the auditory cortex of mammals. Instead, spatial 
information appears to be coded in the temporal 
firing pattern of a group of neurons (Middlebrooks 
et al. 1994). This allows spatial information to be 
projected on top of other neural maps. 

The Stereo Reproduction of 3-D Sound 

Many 3-D sound advocates share a vision of an 
ideal home audio system that would include a 
computational engine with sufficient power to syn- 
thesize the full 3-D acoustics of a simulated envi- 
ronment. In fact, simultaneous simulated environ- 
ments would be needed to place each sound into its 
most appropriate environment. (For example, upper 
strings need lots of reverberation, while electric 
basses are best left dry; dialog might be in a small 
room, while the orchestra in the background is in a 
large hall.) Each simulated sound source and each 
of its simulated reflections would be processed by a 
pair of directional filters that capture the direc- 
tional properties of the listener's head (Kendall and 
Martens 1984). These filters would change instanta- 
neously in response to the listener's head move- 
ments or to changes in the simulated environment. 
If there were more than one listener, the changes 
would have to occur independently for each person. 

The directional filters would be based on each lis- 
tener's HRTFs, or on an idealized set matched to 
each listener. Any influence of the reproduction 
equipment or environment would be eliminated. 

Many factors keep us from realizing this vision 
today. One is that the computational burden placed 
on this system has no apparent bound. Many engi- 
neering shortcuts must be incorporated before a 
practical system would begin to approach the func- 
tionality described above. Crafting a system that ef- 
fectively communicates to the listener is probably 
more important than matching the acoustics of 
physical reality, since we already know that the au- 
ditory system is selective in the information it uti- 
lizes. More important, however, is that today's im- 
plementations of directional filters are far from 
perfect. We are still improving our understanding of 
how to reproduce 3-D sound. 

Cohen (1989) and Begault (1991) have raised warn- 
ing flags about the lack of thorough discussion of 
problem areas, and about the overly optimistic pre- 
dictions and claims for 3-D sound, especially by 
commercial companies. A few of the key problems 
are: front/back reversals, timbral discoloration, dif- 
ferences in listener performance, and differences 
due to the acoustics of the sound source. In itself, 
3-D sound reproduction can seem a complicated 
topic. For example, while headphone and loud- 
speaker reproduction share many technical issues 
and goals, they also present different problems. (See 
Moller 1992 for an excellent technical summary.) 

Directional Filtering 

Whether the reproduction occurs through head- 
phones or loudspeakers, some essential aspects of 
the computational simulation remain the same. 
For example, as shown in Figure 14a, each poten- 
tial sound source and each simulated reflection 
starts off as a single, monophonic signal that even- 
tually must be split to form a left/right stereo pair. 
Each channel of the stereo pair must be processed 
by directionally dependent filters which change in 
response to the intended source location. All of 
the resulting left/right stereo pairs are summed to- 
gether to form a composite stereophonic output sig- 
nal that is eventually reproduced through head- 
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Figure 14. Directional fil- 
tering: a single, monopho- 
nic source is split to form 
a left/right stereo pair, 
which is processed by di- 
rectionally dependent digi- 
tal filters and summed to 

form a composite stereo- 
phonic output signal (a); 
implementation details 
with FIR filters and inde- 
pendent interaural delay 
and gain controls (b). 
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phones or loudspeakers. These directional filters 
can be implemented in a variety of ways. Figure 
14b shows the details of a typical implementation. 
There are left and right finite-impulse-response 
(FIR) filters, whose coefficients are the HRTF im- 
pulse responses themselves retrieved from an HRTF 
library. The HRTFs would usually incorporate the 
interaural time and intensity differences, but these 
can also be implemented separately by independent 
gain and delay controls. (Separate interaural delay 
control can reduce the number of coefficients 
needed to implement the FIR filters.) 

Equalization 

Before headphone or loudspeaker reproduction oc- 
curs, the output signals must be equalized to elimi- 
nate two potential "errors" in the reproduction pro- 

cess. The first is that components of reproduction 
equipment, especially the transducers themselves, 
superimpose their own characteristics on the out- 
put signals. The second is that the path of the 
sound from the transducers to the listener's ear- 
drum will superimpose information itself. In both 
cases, we must attempt to compensate so that the 
sound reaching the listener's eardrums is as close 
as possible to the intended signals. The actual sig- 
nal at the eardrum is a product of the transfer func- 
tions of the program material, P(o), the directional 
filter, D(o), the reproduction equipment, E(w), and 
the sound transmission path to the eardrums, T(w): 

P(w) D(o) E(o) T(w). 

The influence of the reproduction equipment and 
the sound-transmission path could be eliminated 
by dividing out the transfer functions, E(w) and 
T(w). One can obtain these transfer functions by di- 
rect measurement, but in most practical situations 
the measurements are only near-approximations, 
E'(w) and T'(w), of the actual transfer functions pres- 
ent during reproduction. So the equalization of the 
reproduced material is: 

[P(w) D(w) E(w) T(o)] / [E'(w) T'(w)] P(w) D(w) 

The division by E'(o) 
and T'(o) must occur before 

reproduction, either as the final step in the signal 
processing, or it could be rolled into the directional 
filters: 

(D(o) / [E'(w) T'(w)]J P(w) E(w) T(o). 

In this case, the coefficients for the directional 
filters that are stored in the processor's memory are 
already equalized. Headphone and loudspeaker re- 
production share the need for equalization, but at a 
more-detailed level they present some very differ- 
ent problems that require specific solutions. 

Headphone Reproduction 

It might seem intuitively obvious that headphone 
reproduction provides the most controlled method 
for reproducing directional cues, but the task is far 
more difficult than one might expect. Headphone 
reproduction of traditional stereo recordings creates 
the impression that sound events are originating 
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inside the head, with a bias toward the rear. Even 
with the addition of cues for IID and ITD, auditory 
images move only left and right inside the head 
along the interaural axis. True 3-D sound should 
mean that images are perceived outside the head 
(with externalization) and that frontal images are 
not easily confused with rear images (few front/ 
back confusions). This has proven difficult to 
achieve through the use of directional filters with 
standard stereo headphones alone. Such systems 
tend to be successful in some spatial regions (such 
as the left and right sides) and much less successful 
in others (such as in front). Externalization is aided 
by the presentation of ambient sound with inter- 
aural incoherence that mimics the acoustical prop- 
erties of a late reverberant field (Kendall 1995). 
Through informal experimentation, the author dis- 
covered that front/back discrimination can be im- 
proved through modifications to HRTFs that exag- 
gerate front/back spectral differences. 

Head Tracking 

A truly categorical improvement can be achieved 
by combining the headphones' directional filters 
with head tracking. A head-tracking system com- 
bines a sensor for the direction and orientation of 
the listener's head with computer control of the di- 
rectional filters. The computer receiving this spa- 
tial information continuously updates the direction 
of the filters to maintain the absolute position of 
the sound source within the environment, even as 
the listener's head moves. This simulates the kind 
of interaction the listener experiences in the natu- 
ral environment, where a sound position remains 
invariant, fixed in its position within the environ- 
ment, as the head turns. Head tracking is therefore 
an essential ingredient in any virtual reality sys- 
tem. Even changing ITD and IID in response to 
head movement without directional filters pro- 
duces front/back discrimination due to the domi- 
nance of dynamic interaural cues over HRTFs (Wal- 
lach 1940). That such interaction is missing in 
traditional headphone reproduction strongly sug- 
gests why sounds are internalized inside the head: 
if the head turns and nothing changes at the ear- 
drums, there is only one place the sound could be 

coming from-the middle of the head. We experi- 
ence this every day when we listen to ourselves 
talk. The auditory system is sensitive to time lags 
between the movement of the head and the change 
in the directional filters, but no data is available 
that describes the relationship between localization 
performance and head-tracking latency. 

Equalization 

Even with the best headphones, the headphone sys- 
tem must be equalized to compensate for the acous- 
tic properties of the transducers and the coupling 
to the ears. The response of headphone transducers 
varies from one model to another, and tends to be 
deficient in very high and/or very low frequencies. 
These deficiencies cannot always be compensated 
for by equalization. Dramatically increasing the 
gain for a spectral region in which the transducer is 
deficient would overdrive the transducer and create 
nonlinearities. Another consideration is that the 
coupling to the ears changes with each reseating of 
the headphones, and therefore no one measure- 
ment provides a sufficient basis for an equalization 
function (see Figure 15). It is recommended that 
the equalization function be calculated by critical- 
band smoothing of the measured spectra, followed 
by averaging the representative measurements. 

Combining an equalization function with DTFs 
will produce an overall spectral profile at the ears 
that mimics sound sources in an open space. This 
is called free-field equalization. An alternative ap- 
proach is to mimic microphone equalization and to 
base the equalization function on the average re- 
sponse for all sound directions. This method at- 
tempts to provide an equalization similar to tradi- 
tional stereophony, and is applicable to recordings 
with room reflections that arrive from all direc- 
tions. This is called diffuse-field equalization. If 
one of the goals of equalization is to match the per- 
ceived coloration to a standard (like sound sources 
in free field or traditional stereophony), it raises the 
question, What is the most appropriate standard? 
For audio work in which the program material is 
heard over loudspeakers as well as headphones, the 
appropriate standard is usually the loudspeaker ver- 
sion. In that case, additional adjustments to the 
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Figure 15. Headphone 
equalization: magnitude 
response measured for five 
reseatings of STAX SR 
Lambda earphones (a); 
critical-band smoothed, 
mean magnitude function, 

which is inverted for equal- 
ization (b); magnitude re- 
sponse of reseatings mea- 
sured with equalization 
showing mean and one 
standard deviation above 
and below (c) (Martens 
1991). 
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headphone equalization may be required for it to 
sound like the loudspeaker version. There is no 
specific procedure to follow for calculating such 
changes, so in the end, the listener's ear is the best 
judge. 

Other Factors Affecting Headphone Performance 

The issue of individual differences in HRTFs 
emerges as a more important factor for headphones 
than for loudspeakers. This is in large part due to 
the significance of externalization in headphone lis- 
tening. Generally, it is easier for listeners to exter- 
nalize over headphones if they are listening with 
their own HRTFs. Another factor affecting perfor- 
mance is the choice of headphones. Experimenters 
nearly always prefer "open" headphones, which in 
this context means "a headphone that does not dis- 
turb the radiation impedance as seen from the ear" 
(Moller 1992), rather than the conventional mean- 
ing that the ears are "open" to environmental 
sound. Moller (1992) provides an analysis that ex- 
plains the basis for this preference. Electrostatic 
headphones are among the best. 
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Loudspeaker Reproduction 

From the auditory system's point of view, loud- 
speaker reproduction is a special category of envi- 
ronmental listening-the sound waves from the 
two loudspeakers arrive from two directions, and 
are usually offset by some time and intensity differ- 
ences just like the direct sound of an acoustic 
event followed by a strong reflection. The auditory 
system appears to "view" the second loudspeaker 
just as it would a room reflection: it must make the 
best sense it can out of the signals and construct a 
mental image of acoustic events in space. 

It should come as no surprise that one of the 
methods that hearing scientists use to study the 
perception of environmental acoustics is simulat- 
ing direct and reflected sound with loudspeakers. 
Barron performed a particularly important study in 
1971, using a pair of loudspeakers to identify how 
direct sound from one loudspeaker in the front in- 
teracted with sound from a second loudspeaker 40 
degrees to the side. The intensity and time delay of 
the second loudspeaker could be varied through a 
continuous range, simulating the effect of reflec- 
tions coming from a wall at various distances. Al- 
though the study's focus was investigating concert 
hall acoustics, the results are interesting from the 
standpoint of stereo loudspeaker reproduction, be- 
cause in most loudspeaker reproduction settings 
the listener is closer to one loudspeaker than an- 
other. Barron summarized the perceptual results of 
the two loudspeaker interactions with the diagram 
shown in Figure 16. 

The most important observation to be made from 
this diagram is that there are many different subjec- 
tive effects that result from the interaction of inten- 
sity and time delay. These percepts are described by 
the terms listed below. Although these particular re- 
sults would undoubtedly change with alterations in 
the experimental setup (such as increasing or de- 
creasing the angle between the loudspeakers, or ro- 
tating the listener's head position), the perceptual 
categories would likely stay the same. Here are 
some quotes from Barron on each term: 

detection threshold- "Reflections below 
threshold produce no audible effects." (The sec- 

Figure 16. Barron's sum- 
mary diagram of percep- 
tual effects (Barron 1971). 
The axes represent the 
level and arrival time of 
the second loudspeaker rel- 

ative to the first. See text 
for an explanation of 
terms. Adapted by Rasch 
and Plomp (1982) and 
used by permission of Aca- 
demic Press. 
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ond loudspeaker is not perceived to be making 
any difference in the sound.) 
disturbance - "Echo disturbances." (The de- 
layed sound is perceived as a separate source in- 
terfering with the intelligibility of the leading 
source.) 
image shift - "The apparent source moved 
from the direct sound loudspeaker toward the 
reflection loudspeaker .... The effect is very 
similar to that observed when the balance con- 
trol of a stereo system is adjusted." (A single 
image is perceived, emanating from a location 
between the loudspeakers.) 
spatial impression - ". .. the source appeared 
to broaden, the music beginning to gain body 
and fullness. One had the impression of being 
in a three-dimensional space." (This is an effect 
one would wish to have in concert halls.) 
tone coloration - "For certain delay reflec- 
tions, ... the tone of the music appeared to 
sharpen.... One explanation of this coloura- 
tion effect is the interference effect between a 
signal and a delayed version of itself, producing 
a comb filter." (The sound source is perceived 
as emanating from the leading loudspeaker, 
but the timbre of the sound source appears to 
be modified.) 
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Although not depicted in Mr. Barron's diagram, the 
precedence effect is assumed to be active in a re- 
gion overlapping those of the other terms. 

Consider the following mental experiment-a lis- 
tener is sitting between two loudspeakers, one of 
which is moved progressively farther and farther 
away, creating greater and greater time and inten- 
sity differences between the sound coming from 
the two loudspeakers. Mr. Barron's diagram and 
terms provide us with a guide to what the listener 
experiences. At the beginning, the two loudspeak- 
ers are equally distant and there is no time or inten- 
sity difference; the listener hears a sound source 
that is located between the loudspeakers. As one 
loudspeaker is moved far enough away that the 
time delay is less than approximately 1.0 msec, the 
listener hears a single sound image that is shifted 
away from its original position and toward the 
closer loudspeaker, or "image shift." As the loud- 
speaker gets farther away and the time delay in- 
creases beyond 1.0 msec, the listener will hear a 
single sound image that is located in the closer 
loudspeaker, which is the "precedence effect." As 
the distance increases, the listener would perceive 
"tone coloration" and then "spatial impression." 
There is eventually an upper limit to the time de- 
lay at which the precedence effect is released and 
the delayed sound from the second loudspeaker be- 
gins to be heard. The exact delay at which prece- 
dence is released depends upon qualities of the 
sound source, and is reported to vary from 8 to 70 
msec, with a typical limit of about 35 msec. This is 
further complicated because precedence is more 
pronounced for transient sound sources, such as 
struck or plucked musical instruments, than it is 
for continuous sound sources, such as blown or 
bowed musical instruments. When the precedence 
effect releases, the listener will report hearing 
sound images in each loudspeaker. When the loud- 
speakers are separated by a sufficiently great dis- 
tance, the listener may report hearing an "echo dis- 
turbance." 

Large-Space Reproduction 

This range of percepts is typical of what is experi- 
enced by listeners to stereo reproduction in large 

Figure 17. Distribution of 
time and intensity differ- 
ences across seating loca- 
tions between stereo loud- 
speakers (Kendall, Wilde, 
and Martens 1989). 

Delay (ms) Level Difference (dB) 
o o 

o 0 

02 22 

E E 

C c 

000 o 04 
o 0 

-25 0 25 -25 0 25 

Distance from Center Line (Feet) Distance from Center Line (Feet) 

halls where the listener's seat location is the pri- 
mary factor determining the potential spatial imag- 
ery. Figure 17 illustrates the time and intensity 
differences distributed over the listener seating loca- 
tions for a pair of stereo loudspeakers (which are, in 
this example, 50 feet apart). The time differences 
are dependent on the absolute difference in the 
time of arrival between signals from the two loud- 
speakers. This means that the farther apart the 
loudspeakers are, the greater the range of time dif- 
ferences experienced by listeners in the coverage 
area. The intensity difference is dependent on the 
ratio of the distances to the individual loudspeak- 
ers. This means that when the loudspeakers are 
moved farther apart, the pattern of intensity differ- 
ences stays the same; it is just spread over a larger 
area. It is important to observe that the distribu- 
tion patterns for time and intensity are similar but 
not identical, and listeners in every seating posi- 
tion experience a unique combination of time and 
intensity differences. The single exception is the 
middle line of seating positions, which is equidis- 
tant from each loudspeaker, where the time and in- 
tensity differences are zero. 

The distribution of time and intensity combina- 
tions across the entire coverage area can be summa- 
rized as shown in Figure 18a. The shape of the es- 
sential distribution pattern stays the same while 
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Figure 18. Time delay and 
intensity differences in 
loudspeaker reproduction: 
distribution of time and in- 
tensity differences form 
wing-like patterns for loud- 
speakers separated by 8 ft, 
15 ft, 25 ft, and 50 ft (each 
line traces time and inten- 

sity differences for a cross 
section of the listening 
area) (a); time and inten- 
sity difference information 
for the 8-ft and 50-ft sepa- 
ration, superimposed over 
Barron's summary diagram 
(b). Figure 18b adapted by 
Rasch and Plomp (1982) 

and used by permission of 
Academic Press. 
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the time differences are compressed when the loud- 
speakers are closer together. These distribution pat- 
terns can also be superimposed on Mr. Barron's orig- 
inal summary diagram as shown in Figure 18b to 
reveal the range of spatial percepts associated with 
large and small reproduction settings. 

With directional filters, 3-D sound is relatively ro- 
bust in the range of time differences associated 
with the size of the head, but it is completely over- 
whelmed at time delays commonly experienced 
with loudspeakers in large rooms. This virtually 

rules out using DTFs except for those listeners who 
are located along the center line. (This is why the 
best 3-D solution for large listening spaces is to use 
an array of loudspeakers.) The only alternative strat- 
egy left for stereo reproduction is to target the direc- 
tional cues on one selective region of the audience 
at a time. For example, one could add a time delay 
and intensity difference to the loudspeaker signals 
that compensate for the naturally occurring differ- 
ences, shifting the line of listeners who experience 
no time or intensity difference away from the cen- 
ter toward another part of the audience. It is not a 
perfect strategy, since time and intensity patterns 
do not quite match, but in this way, some subset of 
the listeners could always be experiencing a 3-D cue. 

Near-Field Reproduction 

When the listener's position relative to the loud- 
speakers is fixed and known in advance, as can oc- 
cur most easily in near-field reproduction settings 
such as living rooms and audio control rooms, 3-D 
sound will be most successful. Figure 19 shows an 
idealized loudspeaker reproduction setting and illus- 
trates the transmission paths by which sound 
reaches the listener's eardrums. 

The acoustic signals arriving at the eardrums 
have superimposed on them the HRTF for the loud- 
speaker's direction relative to the ipsilateral ear, typ- 
ically 30 degrees in the horizontal plane (repre- 
sented as H3o). Equalization should divide out the 
responses of the reproduction system and the H30 
HRTF for the transmission path. 

There are also acoustic signals that reach the 
ears from the loudspeakers on the other side of the 
head. For example, the signal from the left loud- 
speaker arrives at the right ear. These signals have 
superimposed on them the HRTF for the loud- 
speaker direction relative to the contralateral ear, 
typically 330 degrees in the horizontal plane (repre- 
sented as H33o). These signals reaching the ears on 
the opposite side from each loudspeaker are typi- 
cally referred to as acoustic cross talk. Cross talk 
creates constructive and destructive acoustic inter- 
ference with the signals arriving directly from the 
closest loudspeakers. Figure 20 shows the change 
in magnitude response at the ears that results from 
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Figure 19. Paths by which 
signals arrive at the listen- 
er's eardrums in near-field 
loudspeaker reproduction. 

Figure 20. Magnitude re- 
sponse measured at listen- 
er's right ear in stereo repro- 
duction: one loudspeaker 
on ipsilateral side (dotted 
line); two loudspeakers 
with cross talk (solid line). 
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cross talk, and the deep notch created around 2 
kHz. Even though we are accustomed to the pres- 
ence of cross talk and typically ignore it, one can 
learn to hear it in a reproduction environment that 
is free of room reflections. Even in the best of repro- 
duction settings, cross talk is taken to be a natural 
part of the color of reproduced sound. 

Cross-talk Cancellation 

The first significant 3-D loudspeaker reproduction 
system was achieved by Schroeder and Atal in 
1963. Despite the early date, it has served as the 
foundation for most 3-D loudspeaker systems ever 

Figure 21. Schroeder-Atal 
method for cross-talk can- 
cellation; H3,, represents 
the HRTF of an ipsilateral 
loudspeaker placed at 30 

degrees azimuth, and H330 
represents the HRTF of a 
contralateral loudspeaker 
placed at 330 degrees 
azimuth. 
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since. To deliver to the ears the HRTFs associated 
with an illusory source location, this system has 
both to equalize for the H3o HRTF of the loud- 
speaker location and to eliminate the cross-talk sig- 
nals with the H33o HRTE It eliminates the cross- 
talk signals by issuing from the near loudspeaker a 
signal that could acoustically cancel the cross-talk 
signal from the far loudspeaker. This is represented 
in Figure 21. (The system is actually a bit more 
complex than described here.) The Schroeder-Atal 
system has many descendants, among the best of 
which could be considered the system described by 
Cooper and Bauck (1988). 

All of the variants of this system are constrained 
by a set of assumptions that produce practical limi- 
tations. Just as with headphones, because there are 
individual differences in HRTFs, equalization is sel- 
dom perfect. This becomes particularly problem- 
atic for the cancellation signals, which must match 
the listener's H33o HRTE Most importantly, to can- 
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cel the high-frequency content of the HRTFs, there 
must be an exact match between the signals arriv- 
ing at the head and the cancellation signal. This is 
undermined by individual differences in HRTFs. In 
fact, cross-talk cancellation systems seldom cancel 
high-frequency signals, which are typically local- 
ized toward the loudspeakers even when the low- 
to mid-range signals are localized toward the side 
or rear. Small variances in the head position rela- 
tive to the loudspeakers can cause total phase rever- 
sals of the cancellation signal and dense combing. 
It is typical that a shift in head position of less 
than 20 cm will totally collapse the imagery. 

Alternative Approaches 

An alternative to this approach was reported by 
Kendall and Rodgers (1982), who achieved loud- 
speaker localization with low-order digital filters 
that provided simple approximations of HRTFs 
without the benefit of cross-talk cancellation. An- 
other alternative was achieved by Lowe and Lees 
(1991), who took a purely empirical approach and 
constructed very effective DTFs by direct experi- 
mentation with gated sinusoids (thereby capturing 
interaural onset delays). Some of the same prob- 
lems associated with cross-talk cancellation affect 
these alternative approaches as well. Variations 
in head position cause inaccuracies in the high- 
frequency information arriving at the ears. (Because 
cross talk is never eliminated, the left and right 
loudspeaker signals combine acoustically at the 
ears and cause phase shifts and cancellations.) The 
primary advantages are that these systems are less 
sensitive to the listener's seating location. Kendall 
and Martens (1984) reported that circular sound 
paths retain their general shape and deform in a 
graceful manner, even as the listener moves far off 
center. Lowe and Lees reported that listeners were 
able to rotate their heads and orient toward the 
sound sources. 

Reproduction Environment 

Even with these alternative approaches, the loud- 
speaker reproduction environments often inhibit 
the creation of images in one or more spatial re- 
gions, due to early reflected sound in the reproduc- 

tion environment or asymmetries in the reproduc- 
tion equipment. Environmental reflections of 
sound arriving within 1 msec will corrupt the 
HRTFs. Therefore sound reflections near the loud- 
speakers or listener must be eliminated. This is 
considerably easier to manage in control rooms 
than in living rooms. Most susceptible are rear im- 
ages, which often shift to the front or cling close to 
the listener's head, and side images, which collapse 
toward the front due to shifts in the location of the 
listener's head. 

Conclusion 

Both headphone and loudspeaker reproduction of di- 
rectional cues present tractable problems and can 
be very successful in controlled reproduction set- 
tings. Headphone reproduction with head-tracking 
provides the most resilient form of reproduction, 
but it is also the most complicated and expensive, 
due to the overhead of dynamic filtering and head- 
tracking. Loudspeaker reproduction, even when lim- 
ited to near-field monitoring, is more convenient 
but less resilient than headphone reproduction. 

As the technology for reproducing directional 
cues becomes increasingly refined (and less expen- 
sive), different technical issues begin rising to the 
surface. The progressive increase in the level of 
complexity, from reproducing directional cues for a 
single source to reproducing full spatial environ- 
ments, necessitates a tremendous increase in com- 
putational bandwidth. Simulated natural environ- 
ments must be able to contain many individual 
sound sources and to replicate the reflected sound 
arriving at the listener from all directions. Also, 
interactivity is an essential element in breaking 
down the autonomy of auditory experience. The en- 
gineering and computational requirements of inter- 
active spatial sound are tremendous, but must be 
met if we are to fulfill the aesthetic visions being 
born today in the minds of artists and audiences. 
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