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Albert Bregman<br>Department of Psychology<br>McGill University<br>Montreal, Quebec, Canada

## Introduction

The perceptual effects of a sound are dependent upon the musical context in which that sound is imbedded. That is, a given sound's perceived pitch, timbre, and loudness are influenced by the sounds that precede it, coincide with it, and even follow it in time. Thus, this context influences the way a listener will associate the sound with various melodic, rhythmic, dynamic, harmonic, and timbral structures within the musical sequence. It thus behooves the composer and interpreter to understand the various perceptual organizing principles that affect the derivation of musical context from sequences of acoustic events. We include the interpreter here because several musical dimensions, such as timbre, attack and decay transients, and tempo, are often not specified exactly by the composer and are controlled by the performer.

In this article we shall discuss principles that describe how various musical dimensions affect the perceived continuity of music. Leon van Noorden has stated that "in sequences where the tones follow one another in quick succession, effects are observed which indicate that the tones are not processed individually by the perception system. On the one hand we find various types of mutual interaction between successive tones, such as forward and backward masking, loudness interactions and duration interactions. On the other hand, a kind of connection is found between the successive perceived tones." [28, p.1]. As for simultaneous sonic events, Bregman [5, 9] has suggested that different sounds are extracted according to various perceptual and cognitive organizational mechanisms from the superimposed acoustic vibrations. While some researchers would like to attribute these phenomena to mechanisms in the peripheral or early central nervous system (which are surely involved to some extent, see [24, 33]), prominent members of this more psychophysically oriented "school" are beginning to think the organization is too complex to be so easily explained. However, rather than delve into theoretical explanations of these phenomena, it will suffice for the present purpose to describe them in general and to briefly quantify some salient parameters that
have intrigued us with compositional possibilities. This article thus presents, in a tutorial fashion, a review of research (including our own) which has direct implications for musicians, especially for composers working with computer music. In all of our research and in most other research cited, computers (predominantly PDP-11 minicomputers) were used to synthesize the sounds presented. They were also used for presentation of sound stimuli, collection of responses from the listeners, and analysis of the data. For thorough summaries and theoretical treatments of this area of research, see $[2,5$, 9.]

## What Is An Auditory Stream?

Auditory stream formation theory is concerned with how the auditory system determines whether a sequence of acoustic events results from one, or more than one, "source." A physical "source" may be considered as some sequence of acoustic events emanating from one location. A "stream" is a psychological organization that mentally represents such a sequence and displays a certain internal consistency, or continuity, that allows that sequence to be interpreted as a "whole." By way of example, two possible perceptual organizations of a repeating six-tone sequence are illustrated in Figure 1. Time is represented on the horizontal axis and frequency is represented on the vertical axis. The dotted lines connecting the tones in the figure indicate the stream percepts. In the first configuration, six tones are heard one after the other in a continuously repeating cycle (Taped Illustration $1 a)^{1}$; it is easy to follow the entire melodic pattern. In the second percept, though, one might hear two separate threetone patterns which appear to have little relationship to each other (Taped Illustration 1b). It is difficult in this case to follow the original six-tone pattern. Note that in the first example one stream is heard, and in the second, two are heard.
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Figure 1. A repeating 6 -tone sequence composed of interspersed high and low tones can result in different percepts. In Figure 1a, with high and low tones alternating at a tempo of 5 tones $/ \mathrm{sec}$., one perceptual stream is heard. In Figure 1 b , at a tempo of 10 tones $/ \mathrm{sec}$., the high tones perceptually segregate from the low tones to form two streams (cf. Taped Illustration 1).


Figure 2. Due to the competition among stream organizations, tone F may be perceived as belonging to either the higher stream or the lower stream but not to both. The organization of the streams changes, among other things, the perceived rhythmic structure, as indicated under each diagram (cf. Taped Illustration 2).

In the rest of this section we will discuss some of the properties exhibited by a stream. For example, it is possible to focus one's attention on a stream and follow it through time [6,28]. In the first taped example one can follow the six-tone pattern without any trouble. Thus a stream must exhibit a certain coherence over time. However, in the second example, it is difficult to follow the six-tone pattern, but it is easy to follow either three-tone pattern. Notice that one can pay attention to either the higher or lower stream, switching between them at will, but that it is not possible to attend to both simultaneously (Taped Illustration 1b). Indeed, each three-tone pattern in Figure lb constitutes a separate stream and maintains its own temporal coherence. While a listener is paying attention to one coherent stream, other acoustic information is perceptually relegated to the background. If one group of sounds is distinct enough, the foreground-background relation may be almost involuntary and it may require a great deal of attentional effort to focus on streams initially relegated to the background.

The information-processing nature of the stream segregation process is suggested by the observation that the segregation of a sequence into smaller streams takes time to occur [ 4,13 ]. In Figure 1b, notice that one can hear a six-tone pattern for the first few cycles before it segregates into two separate streams (Taped Illustration 1b). It thus appears that the perceptual system assumes things are coming from one source until it acquires enough information to suggest an alternate interpretation.

When temporal coherence is lost in a sequence, it becomes more difficult to order the events of that sequence in time $[6,11,14,28]$. In Figure 1a, it would be easy to tell the order of tones A, B, and C. But as this larger stream breaks down into the smaller streams of Figure 1b, i.e., as temporal coherence is lost, it becomes more difficult to judge the order of these tones. In such a case one might notice that tone A comes before tone C but it would be hard to tell whether tone B came before A, between A and C, or after C. This statement should be qualified by noting that in the tone sequences mentioned all of the tones are of equal loudness and timbre. The tone sequences are furthermore continually recycling and are faded in so that the listener cannot label tone A as being the first tone in the sequence. Information in a musical context, such as the first beat being emphasized as a downbeat, may give the listener an anchor point against which to relate the temporal positions of other tones. Thus one can judge the order of events in time within a given perceptual stream but not necessarily across streams. Accompanying this is the observation that different streams can appear to overlap in time even when they do not. Again in Figure 1b, notice that one can hear two three-tone patterns apparently going on at the same time even though the tones are alternating (Taped Illustration 1b).

If an event is potentially a member of more than one "competing" stream, one may perceive it as belonging to one stream or another but not to both simultaneously [3, 10, 11]. This is not to say that a musician cannot hear several simultaneous lines. The point is that it is impossible to use several parsing schemes at the same time. Figure 2 illustrates the effect on our second example of moving the higher triplet into closer frequency proximity to the lower triplet. We can find an intermediate position where the lowest tone, tone F ,
can group with either the higher or lower stream (Taped Illustration 2 ). Notice that this regrouping results in a rhythmic transformation as shown under each configuration. Some non-musical examples of this phenomenon are the facevase illusion and the reversible Necker cubes; Escher and Vasarely have produced art works based on such principles of perceptual organization.

Finally, this brings up the relationship between "source" and "stream." A stream is perceived as emanating from a single source. So, in the first example, the pattern was fairly continuous and was easily recognized as coming from one source; but in Figure 1b, the large frequency distance between the two three-note groups introduced a sort of discontinuity that caused the perceptual system to interpret the sequence as resulting from two sources. Since at any given moment the composite pressure variations stimulating the ear result from several sources, the auditory system needs a battery of heuristics to parse, or segregate, the information into separate streams. It thus needs to build a description of the acoustic environment from separate descriptions of the various streams and the relationships between them [2]. Factors which the perceptual system uses to build descriptions of streams, and subsequently sources, are frequency, rate of occurrence of events (or tempo), intensity, timbre, and attack/decay transients. In the rest of the paper these will be discussed in some detail. Of course it is obvious that sounds are assigned perceptually to different sources when the physical sources are at different spatial positions. In this case, intensity, spectral, and temporal cues are all utilized to parse the sound into separate sources. However, we will primarily confine our discussion to the illusion of many sources which occurs due to the organizations within a single emanation of sound.

## Frequency and Tempo

Consider that a repetitive cycle of tones spread over a certain frequency range may be temporally coherent, or integrated, at a particular tempo. It is possible to gradually increase the tempo until certain tones group togethes into separate streams on the basis of frequency, as discussed above. The faster the tempo, the greater the degree of breakdown or decomposition into narrower streams until ultimately every given frequency might be beating along in its own stream. This last possibility is dependent upon a number of other factors which will be discussed later.

Figure 3 illustrates the possible stages of perceptual decomposition for a recycling six-tone pattern as one gradually increases the tempo (Taped Illustration 3). Note that streams per se are not tracked beyond a certain point, but a texture or timbre is perceived since the ability to temporally resolve the individual tones degenerates altogether. Of course, one could hold the tempo constant and gradually expand the frequency relationships to achieve a similar streaming effect [ $3,6,14,17$ ], but the musical consequences would be vastly different as one can hear in Taped Illustration 4. Dowling [17] used simple melodies to illustrate this frequency-based streaming principle. He interleaved two melodies in the same frequency range thereby making it very difficult, without prior knowledge of the melodies, to separate them perceptually. But as they were pulled apart in frequency, i.e. when all the tones of one of the melodies were transposed upward, each melody became apparent (Taped Illustration 5).


Figure 3. This figure illustrates the decomposition of an acoustic sequence into smaller and smaller perceptual streams as the frequency separation between the tones or the tempo of the sequence increases. In the latter case, a point is ultimately reached where one can no longer perceive individual tonal events; a texture or timbre is heard instead (cf. Taped Illustrations 3 and 4).

The frequency range within which the perceptual system groups tones on the basis of frequency proximity is not constant; the grouping can vary with the particular pattern of frequencies presented. For example (see Figure 4), two tones, A and B , are arranged with given frequency and temporal separations such that they will always stream together when no other tones are present. We can create a similar organization with tones X and Y in another frequency range. These two groups will each form a stream as can be heard in Taped Illustration 6a. By bringing the pairs into the same frequency range, new streams can be formed, such as $\mathrm{A}-\mathrm{X}$ and $\mathrm{B}-\mathrm{Y}$, on the basis of an alternative proximity organization [3] (Taped Illustration 6b). Thus, the particular relationships between frequencies in a tonal pattern, and not just the frequency separation between adjacent tones, plays a vital role in the formation of streams.

It appears from our examples that there is an essentially inverse and strictly interdependent relationship between tempo and frequency relationships among individual tones $[26,28]$ : the faster the tones follow one another, the smaller the frequency separation at which they segregate into separate perceptual streams. Conversely, the greater the frequency separation, the slower the tempo at which segregation occurs. This illustrates yet another aspect of music which, with the aid of the computer, can come under the composer's control.

Suppose we make a graph, as in Figure 5, which relates frequency separation of two alternating tones on one axis to


Figure 4. This figure illustrates the effect of frequency context as opposed to frequency separation on stream formation. In the first part, tones $A$ and $B$ form one perceptual stream which is unaffected by the simultaneous stream composed of tones $X$ and $Y$. When tones $X$ and $Y$ are moved into the proximity of tones $A$ and $B$, which remain unchanged, an alternate perceptual interpretation results whereby tones $A$ and $B$ are assigned to separate streams on the basis of a new frequency context (cf. Taped Illustration 6).
the rate of alternation of the tones on the other axis. Note that the horizontal axis indicates increasing tone repetition time, which corresponds to decreasing tempo. One can draw boundaries on this graph indicating the frequency-tempo regions in which the tones cohere as a single stream and those in which they segregate into two simultaneous streams of different frequencies. There are two such boundaries. Leon Van Noorden [28] has termed these the fission boundary and temporal coherence boundary and noted that they are slightly different for each person. In Figure 5 the upper curve is the temporal coherence boundary. Above this boundary it is impossible to integrate the two alternating tones into one stream. Below this boundary lies the temporal coherence region, where it is possible to integrate events into a single perceptual stream. The lower boundary is the fission boundary. Below this it is impossible to hear more than one stream. Note that the regions of fission and coherence also overlap, creating an ambiguous region where either percept may be heard.

As the tempo decreases temporal coherence can be maintained at greater frequency separations. However, the frequency separation required for fission remains fairly constant with decreasing tempo. The temporal coherence and fission boundaries above and below a given tone are symmetrical with respect to pitch. This indicates that the phenomena of temporal coherence and fission may occur depending on the absolute musical interval between the tones but irrespective of the direction of pitch change. While there are substantial quantitative differences in these boundaries


Tone Repetition Time ( msec )

Figure 5. Boundaries of temporal coherence (upper curve) and fission (lower curve) define three perceptual regions in the stream relationship between two alternating tones each lasting 40 msec . This relationship is a function of both the tempo of alternation and the frequency separation between the tones (after [28]).
between listeners, the qualitative trends tend to be similar [28]. Note that the difference between boundaries is increasingly substantial for tempi below about 10 tones $/ \mathrm{sec}$. (tone repetition time $=100 \mathrm{msec}$.). This means that at very slow tempi of, say, five tones $/ \mathrm{sec}$., a separation of more than a minor 10th is necessary to induce streaming. Below this it becomes virtually impossible to induce streaming. In the limiting case, if the temporal distance between tones is too great, they do not seem to be connected at all but sound as isolated events.

A musically relevant aspect of these boundaries should be mentioned. The region between the two boundaries may be considered to be an ambiguous region since either a segregated or an integrated percept may be heard. The primary determining factor in this region is attention. In other words, it is possible to shift one's attention back and forth between the two percepts when the sequence falls in this region. For example, one may focus either on a whole stream percept or on smaller individual streams. It appears that the closer the sequence lies to one of the boundaries, the easier it is to focus on the percept which is predominant beyond that boundary. Conversely, it is very difficult in this situation to shift one's attention back to the other percept. Once the physical values go beyond either of these boundaries, attaining the complementary percept may be considered to be impossible. The role of attention will be discussed in more detail later.

## Frequency Trajectories

Another frequency-based effect involves frequency trajectories. These are important on two levels. The first involves trajectories between tones (see Figure 6). Bregman and Dannenbring [7] have found that tones that are connected by glissandi are much less likely to segregate under given conditions of tempo and frequency separation than those which make abrupt frequency transitions. Intermediate situations beget intermediate results. Yet even when using a sine wave for frequency modulation of a sine tone, it is possible to discern a sort of streaming effect of the higher and


Figure 6. These are the 3 types of frequency transitions between tones used by Bregman and Dannenbring (1973). In the top section the tones are completely connected by a frequency glissando. In the middle section an interrupted glissando is directed towards the succeeding tone. No frequency glide occurs in the bottom section; the first tone ends on one frequency and the next tone begins on another (after [7]). The unconnected tones segregate more readily than the others.
lower peaks of the modulation at certain modulation frequencies (Taped Illustration 7). At lower modulating frequencies one can track the modulation, but higher modulating frequencies result in the effect of a texture or timbre. This continuum is found for modulation involving discrete changes in frequency as well.

The second type of trajectory might be called a melodic trajectory. The basic rule goes: large jumps and sudden changes in direction of a melody produce discontinuity in that melody. In terms of stream formation, one or two tones in a melody that are removed from the melodic continuity of the rest could be perceived as coming from a different source
and would not be integrated into the melody as a whole, perhaps leaving a rhythmic gap in the phrase depending on the nature of the main sequence. It has been reported, however, that the excluded tones are sometimes noticed in the background, with their absence having little effect on the main melody line [23]. Implied polyphony in a solo compound melody line, as in the suites for solo instruments by Bach, is a compositional use of this principle.

Schouten [30] reported that if an ascending and descending major scale fragment played with sine tones is continually repeated, temporal coherence is maintained up to a tempo of about 20 tones $/ \mathrm{sec}$. However, if these same tones are arranged at random, the maximum tempo at which coherence still occurs is reduced to about $5-10$ tones $/ \mathrm{sec}$. It might be inferred that the reduction of predictability reduced the pitch boundary within which the auditory system could successfully integrate the incoming information. But van Noorden [28] found that previous knowledge of the order of tones had no effect on the coherence boundary. It might be that the small frequency jumps in Schouten's demonstration are effective in holding the stream together.

Heise and Miller [23] investigated four melodic contours: a $V$-shaped contour, an inverted V , and rising and falling scale patterns; the V -shaped patterns which change direction can be thought of as being less "predictable" than the scale patterns which move in only one direction. Each pattern was eleven tones long and the frequency of the middle tone was variable. They found that the degree to which the variable tone could be separated in frequency from the rest of the pattern before it segregated into its own stream was a function both of the shape and of the steepness of the pattern. The steepness was varied by keeping the tempo constant and varying the interval between successive tones. As the rate of frequency change for the entire pattern increases over time, so does the amount of frequency separation of the middle tone required to produce segregation. Less separation of the middle tone is required to produce segregation with the V -shaped patterns than with the scale patterns, possibly indicating that the perceptual system can follow "predictable" patterns more quickly than "unpredictable" ones. (However, certain anomalies in their data, which will not be discussed here, might suggest other interpretations.)

Van Noorden found similar results for patterns with as few as three tones [28]. He investigated the relative temporal coherence of so-called linear and angular three-tone sequences. For linear sequences, i.e., those with two tone intervals in the same direction, the temporal coherence boundary occurs at faster tempi than were found with angular sequences in which the melodic pattern changed direction at the middle tone. In this latter case the first and third tones are more contiguous in frequency than are the first and second, or second and third tones, which facilitates a loss of temporal coherence similar to that found by Schouten. It should be noted that while these melodic trajectory effects do seem to play a role in musical stream formation beyond the simple frequency separation effect, they are certainly confounded by other contextual organizations.

Both of these trajectory examples illustrate a principle of perceptual organization that uses pattern continuity, in some form or another, as a criterion for "source" distinction. Figure 7 illustrates, however, that frequency proximity may sometimes compete with trajectory organization; Deutsch found that simultaneous ascending and descending scale pat-
terns presented to opposite ears segregate into upright and inverted V-shaped melodic contours [16]. Each contour is heard as if being presented to one ear. The same result was found by Halpern [22] for simultaneous ascending and descending sine tone glissandi, as can be heard in Taped Illustration 8 ; in this case both glissandi were presented to both ears. In these two examples a stream boundary is established at the pitch where the two lines cross.


Figure 7. This stimulus, used by Deutsch (1975), is composed of ascending and descending scales presented simultaneously to opposite ears. Two V-shaped patterns (high and low contours outlined with dashes) are perceived rather than the complete ascending and descending scale patterns.

## Loudness and Continuity Effects

Fission can be obtained by alternating sequences of tones similar in frequency and timbre but differing in intensity. Figure 8 illustrates the range of percepts achieved as the amplitude level of tone A is varied relative to that of tone B in the alternating sequence $\mathrm{ABAB} .$. . The reference level for tone B used by van Noorden in these experiments [28] was 35 db SPL; the frequency of both tones was 1 KHz and each tone lasted 40 msec . If the level of tone $A$ is below the auditory threshold (approximately 6 db SPL at 1 KHz ), only the B stream is heard at half tempo, as might be expected (see Figure 8a). When tone A is loud enough to be heard and is at least 5 db below tone B , two separate streams of different loudness can be perceived, each at half tempo, with A being the softer stream (see Figure 8b). When A is within 5 db of B, a "pulsing" stream is heard and neither the A nor the B stream can be heard independently, i.e., temporal coherence is inevitable in this range (see Figure 8c). As the level of the A tone is increased above that of the B tone, three different percepts may result, depending on the alternation tempo of A and B. If this tempo is less than about 13 tones/ sec., fission is the next percept heard. This time B is the softer stream (see Figure 8d). Thus a certain degree of loudness difference allows us to focus on either stream using only this information. If the tempo is greater than about 12.5-13 tones/sec., the percept encountered is the "roll" effect discovered by van Noorden. It sounds as if stream A, the louder stream, were pulsing at half tempo as in the fission percept, but the $B$ stream sounds as if it were pulsing at full


Figure 8. This figure illustrates the range of possible percepts found by van Noorden (1975) for two alternating sine tones differing in each case only in their intensities. Tone B was kept at 35 db SPL throughout; both tones were 40 msec. long and had a frequency of 1 KHz . a) The level of tone $A$ is below the auditory threshold. b) Tone $A$ is at least 5 db below tone $B$. c) Tone $A$ is within 5 db of tone $B$. d) Tone $A$ is louder than tone $B$ with an alternation tempo less than about 13 tones $/ \mathrm{sec}$. e) Tone $A$ is louder than tone $B$ with more than 13 tones $/ \mathrm{sec}$. f) Tone $A$ is about $18-30$ db louder than tone $B$ and the tempo is still above 13 tones $/ \mathrm{sec}$. g) Tone $\mathbf{A}$ is more than 30 db louder than tone B . The arrows indicate the percepts reported; a more complete description is given in the text.
tempo (see Figure 8e). Thus the A stream may be heard independently, but not the B stream. In other words, it is as if the A tones consisted of two parts: one that combines with the B stream to give a full tempo roll, and another, at half tempo, which can be perceived separately. At a tempo of about 13 tones $/ \mathrm{sec}$. another effect emerges when the level of $A$ is about 18.30 db above that of B . This is the continuity effect shown in Figure 8f, so named because tone B is not heard as pulsing but rather as a fairly soft, continuous tone under the louder, pulsing A stream; this is an example of a class of effects that will be discussed below. Finally, if the level of the A stream is incremented still further, this stream completely masks the B stream (Figure 8g). Again, this set of loudness-based phenomena exhibits an ambiguous region between the coherence and fission boundaries where one might pay attention to either the A or B streams individually. or to the $A B$ stream as a whole. There are thus three perceptual regions for alternating tones at the same frequency where the tempo is above about 12.5 tone $/ \mathrm{sec}$.: the roll region, the continuity region, and the temporal coherence region.

Van Noorden made quantitative measurements of the fission boundary (see Figure 9). For tempi of about 2.5 to 10 tones/sec., the fission boundary is more or less horizonal, i.e., the intensity difference ( $\Delta \mathrm{L}$ ) necessary for a segregated percept does not change with tempo over this range, but lies about 2 to 4 db on either side of the reference tone level. For tempi less than 2.5 tones $/ \mathrm{sec} .$, the minimum level difference for fission increases with decreasing tempo (or longer inter-tone intervals of silence) and is symmetric about $\Delta \mathrm{L}=0$ (no difference in level). For tempi greater than 10 tones/sec. the level difference at which fission occurs increases with increasing tempo but the situation is not sym-


Figure 9. The percepts shown in Figure 8 fall into different regions of tempo-intensity combinations. The vertical dotted line corresponds to the duration of each tone. The level differences between tones $A$ and $B$ are relative to the level of tone B at 35 db SPL. The horizontal axis is shown as tone repetition time on the bottom and as its reciprocal, tempo, on the top. It should be pointed out that Figure 5 and Figure 9 cannot be directly compared, because the alternating tones in Figure 5 were played at different frequencies.
metrical about $\Delta \mathrm{L}=0$; for tempi greater than this, there is the complex interaction of level difference and tempo which results in the roll, continuity, and masking regions.

A combination of frequency separation and level difference was used to obtain the roll and pulsation thresholds shown for two different tempi in Figure 10. A great deal of psychoacoustic research has been devoted to the boundary between the roll and continuity regions. The "pulsation threshold," as this boundary has been termed [24, 28, 33], requires a greater loudness difference at slower tempi than does the roll threshold, as can be seen in Figure 10.

The continuity effect may operate according to principles very similar to those which govern occlusion in vision. The interpretation that one object occludes another is given by information derived from the intersecting edges of the objects. In Figure 11, the fragments have no apparent structure since information regarding the shape of the occluding structure is not present. However, in Figure 12, with the appropriate edge information, the fragments can be grouped into meaningful chunks. The same process may be postulated to occur in audition. That is, the "edges" of a louder sound and a contiguous softer sound might be used to induce the perception that the less prominent sound is partially occluded, or masked, by the louder. In such a case, the illusion of continuity of the softer sound "behind" the louder sound may result. This has been found to be true for sine tones masking sine tones, noise masking sine tones, and noise masking noise $[8,14,24,28,32,33,34]$.


Frequency Difference ( Hz .)
Figure 10. The boundaries between the fission, roll, and continuity regions already discussed in Figures 8 and 9 are shown here as a function of frequency and level differences. There is an increase in slope for roll and pulsation thresholds and an upward shift in the latter at slower tempi. The frequency and level differences are given relative to the frequency and level of tone B, i.e. 1000 Hz . and 35 db SPL, respectively. 0 KHz . frequency separation corresponds to the vertical dashed line in Figure 9. (Note that Figure 9 cannot be mapped directly onto Figure 10; in the former illustration, listeners were asked to try to hear fission, but in Figure 10, the test subjects were listening for roll. The different focus on the part of the listener results in a shift in the boundaries shown.)


Figure 11. These fragments have little apparent structure and meaning since information regarding the shape of the occluding structure is not present.


Figure 12. With appropriate information about the edges of the occluding structure, the fragments of Figure 11 can be grouped into meaningful chunks.

That the nature of the temporal "edge" between the two sounds is the important factor was illustrated by Bregman and Dannenbring [8]. As Figure 13 illustrates, they varied the transitional amplitude of a tone both leading into the attack and coming out of the decay of a noise masker. In reality, the tone stopped the instant the noise began and then began again the instant the noise stopped. The greatest continuity was found when there was no change in the amplitude of the tone. When the level of the tone was either increased or decreased before the attack of the noise, the illusion of continuity was substantially diminished. The amount of change in judged continuity was greater for the initially decreasing amplitude ramp than for the initially increasing ramp. The change in the amplitude of the tone may suggest a possible termination of the tone sometime during the noise burst. The length of the ramp was also found to have an effect on perceived continuity. The least continuity was found when the amplitude ramps lasted 50 msec ., and for longer ramps there was less of a break in perceived continuity. This may suggest that a very long ramp would be interpreted as no ramp since the rate of change of intensity would approach zero.


Figure 13. The stimuli used by Bregman and Dannenbring (1977) consisted of a pure tone interrupted by noise. The level of the tone leading into and coming out of the noise burst was varied as shown. The greatest degree of continuity was found in the center case where there was no change in level.

It has also been reported that alternation speed has almost no effect on the perceived continuity [14].

An important finding in relation to this phenomenon was reported by Warren, et al. [34]. They noted that there must be some degree of spectral overlap in the two signals to obtain the continuity effect. With sine tones, for example, the effect is greatest when the tones are identical in frequency, and falls off monotonically as the frequency separation on either side of the masker increases. The effect was even found to occur through a burst of noise as long as 50 seconds [34].

Though some people think the pulsation threshold reflects only a neural excitation pattern that decays gradually, with the perception of continuity resulting from overlap of excitation at smaller time intervals $[24,33]$, the following demonstration illustrates that higher-level context-dependent predictive mechanisms may be involved. These seem to parallel the predictive nature of the stream formation mechanisms mentioned previously. In Taped Illustration 9, one hears speech that has been gated; it is difficult to understand the spoken message. Then the gaps in the speech are filled with white noise. This effect was first verified experimentally by Miller and Licklider in 1950 [27]. The same sort of phenomenon with gated music and then gated-plus-noise-filled music is presented in Taped Illustration 10. We have chosen a familiar composition to dramatize the effect. It may be very difficult to recognize it in the gated condition, but should become easily recognizable when the gaps are filled with noise. In both of these demonstrations the amount of information removed and then replaced, or induced by the perceptual system, is far too large and far too complex to be entirely attributed to interaction between localized excitation patterns.

Timbre
Another musically useful dimension that can play a role in streaming effects is timbre. Timbre tends to be the psychoacoustician's multidimensional waste-basket category for everything that cannot be labeled pitch or loudness, including short-term spectral changes such as onset transients, long-term spectra, those dynamic qualities which a musician would term "texture," and so on. The important thing to notice about stream formation is that any group of simultaneous spectral components which move roughly parallel to each other in the pitch (logarithmic frequency) domain are most likely to result in a fused percept and thus to be interpreted as emanating from one source [22,25]. So even though the individual spectral envelopes of two instruments or sources change over time, they each follow patterns which are sufficiently consistent internally to be fused and yet different enough, in most cases, to distinguish them one from the other. There are, of course, many situations in which especially sensitive instrumentalists can blend their tones and become as one voice, but these situations usually involve very slow, smooth changes where onset transients cannot give the listener the information needed to separate the sources. As an example, how often is a performance of Ravel's Bolero precise enough so that the instruments playing the various "harmonic" parts are not heard individually, but fuse into one voice? The fact that one typically hears them separately points to the extreme sensitivity of the auditory system to even minute variations in temporal and spectral elements.

Let us examine one of the many aspects of timbre listed above in more detail, using a simplistic steady-state timbre derived from summed sinusoids, as was done to test the effect of timbre on stream segregation [25]. If the frequencies of a sequence of sinusoidal tones, as shown in Figure 14, are within close proximity (such that they would form one stream if none of them were enriched), it is possible to cause a subset of these tones to segregate into its own stream by inducing a timbre difference. In this figure, the vertical line indicates that timbre is created by, or at least co-exists with, the fusion of components into a single percept (Taped Illustration 11). We will discuss the nature of perceptual fusion later.

A musical use of timbre-based streaming might work as follows: Figure 15 shows an isotimbral melodic phrase containing three sub-melodies that are slowly to emerge as contrapuntal melodies on their own. Each sub-melody is marked with a different symbol under the notes that are to belong to it. Now we might cause the " $X$ " melody to slowly change in timbre to a point where its timbre differs sufficiently from the rest of the stream to induce separation. At this point there would be two contrapuntal lines distinguished by their respective timbres as discussed by Wessel [35]. Alternatively, several simultaneous timbral modifications might cause an equal number of streams to emerge as separate contrapuntal melodies, as is illustrated in the second part of Figure 15 by the " X " and " O " streams. Note that as these two imbedded melodies emerge, the original melody is changed since several of its elements have left and joined other groups. (It is important to note that certain types of inharmonic enrichment of a tone might change the pitch as well as the timbre, which would be another case altogether). An understanding of stream formation based on timbre modification is important if one intends to use multitimbral melodies compositionally, as


Figure 14. Timbre differences between groups of tones have been shown by McAdams (1977) to influence segregation of those groups. A repeating 4 -tone sequence can be decomposed into two streams when two of the tones are enriched with their respective third harmonics. The dotted lines indicate the stream percepts and the vertical solid lines represent the fusion and timbre of the complex tone (cf. Taped Illustration 11).

Varèse and Schoenberg, among others, have done. A problem potentially arises when large changes in both timbre and pitch occur simultaneously. It becomes very difficult for the listener to follow the "melody" line if the tempo is above the listener's fission boundary for that set of events. One's attention may tend to drift from one timbre set to another and relegate the rest to unattended streams rather than following the sequence the composer intended.


Figure 15. This figure illustrates the possible effect of changing the timbre of different sub-groups of a melody line. The notes marked with X's and O's in the original stream are shown on separate staves below to indicate the rhythmic transformation that takes place after segregation occurs. (Taken from the A Major Prelude, Well-Tempered Clavier, Book I, by J.S. Bach).

## Timbral Trajectories

This leads into a discussion of the effects of timbral trajectories on stream segregation. As was mentioned before, if two glissandi of identical spectral structure cross in frequency, it is reportedly easier for listeners to hear high and low V shaped contours than to hear the ascending and descending paths actually taken by each glissando. However, if the glissandi do not cross, or if they differ in spectral structure, it becomes possible to segregate them and hear the rising and falling lines separately. In Taped Illustration 12 and in Figure 16 , harmonics 3,4 , and 5 of two different "missing" fundamentals are modulated exponentially in opposite directions. It is easy to hear them separately since neither the spectral components nor the "missing" fundamentals cross. In the next example (see Figure 17) two different spectral structures are used in the same frequency range. The descending glissando is composed of harmonics 10,11 , and 12 and the ascending glissando is composed of harmonics 3, 4, and 5 (Taped Illustration 13). One might argue that it is not a timbre difference that allows one to distinguish these patterns but the fact that the pitches do not cross, as is illustrated in Figure 17 by the dotted lines which show the "missing" fundamentals. Halpern [22] tested for this by using the same harmonic composition (see Figure 18) as in the last example and crossing the pitches of the glissandi, which would correspond to the "missing" fundamentals, rather than crossing the frequency components. The rising and falling glissandi were still perceived, which suggests that the segregating effect was based on spectral content rather than on pitch (Taped Illustration 14). For comparison, listen again to the pure tone crossing in Taped Illustration 8. Some pre-tests done for both Halpern's

[22] and McAdams' [25] studies bore out the intuition that it is necessary to use constant ratio relationships among components to attain fusion and constant timbre. Further research on the fusion of harmonics for the building of timbre is currently in progress in Bregman's laboratory at McGill University.

## Timbre Movement Versus Pitch Movement

One pitch phenomenon has a scientific history which is almost coextensive with that of pitch research in general. This phenomenon has been termed the "missing" fundamental for reasons that will become obvious. It is possible to construct a tone from several sinusoidal components whose frequencies are integer multiples of some fundamental frequency which may or may not be actually present in the final signal's spectrum. For example, frequencies of $1000,1250,1500$, and 1750 Hz would represent the 4th, 5 th, 6th and 7th harmonics, respectively, of a fundamental at 250 Hz . Whether or not a spectral component is present at the fundamental frequency, the perceived pitch almost always corresponds to the fundamental. Of interest in our discussion of timbre and streaming is the fact that tonal events with various spectral structures can elicit the same "missing" fundamental as long as the components are integer multiples of that fundamental and are within a certain so-called "existence region" [29] of harmonics that can actually contribute to the pitch. Thus different tonal events can elicit the same pitch but with different timbres.

Some of the first author's personal experience in working with the pitch of complex tones has led him to the conclusion that it is possible for changes in pitch and timbre to contribute competing information to the overall perceived movement in tone sequences. Figure 19 illustrates that is is possible for timbre to get "sharper" or "brighter" [see for example 1, 18, 20], i.e. the spectral components move to a higher frequency range, while the pitch moves in the opposite direction. In Figure 19, while both complexes will elicit pitches corresponding to the "missing" fundamental, i.e. F1 and F2, the

Figure 16 (above, left). Harmonics 3, 4, and 5 of two different "missing" fundamentals are modulated exponentially in frequency in opposite directions. Neither the frequencies nor the fundamentals of the two glissandi cross each other. Two separate glissandi are heard (cf. Taped Illustration 12). Figure 17 (above, right). An ascending glissando composed of harmonics 3, 4, and 5 of one "missing" fundamental and a descending glissando composed of harmonics 10,11 , and 12 of another "missing" fundamental are crossed in frequency, but the pitches of the "missing" fundamentals do not cross. Two different glissandi are heard (cf. Taped Illustration 13). Figure 18 (below). Here the same harmonic structure as in Figure 17 is used but now the pitches of the "missing" fundamentals cross each other and the partials do not. Two separate streams are still heard (cf. Taped Illustration 14).



Figure 19. It is possible to construct two tones whose respective spectral "centers of gravity" (see text) and "missing" fundamental pitches move in opposite directions when these tones are presented in succession.

"center of gravity" of the spectral envelope, T 1 , of the first tone is lower than that of the second tone, T2. Spectral "center of gravity" may be roughly defined as the weighted mean of the spectral components in an acoustic event averaged over the duration of the event, their weights being derived from their relative amplitudes.

Van Noorden investigated the possibility of streaming based on pitch contiguity, as opposed to streaming based on frequency contiguity, i.e. continuity due to the continued presence of spectral components. Figure 20 shows the stimuli he used. The first consisted of two different three-component complex tones with harmonics 3,4 , and 5 for the first tone and harmonics 8,9 , and 10 for the second tone. Both tones have the same fundamental frequency. Here an attempt was made to get "missing" fundamentals to stream together. In the second stimulus a pure tone of frequency $f$ alternated with a complex containing harmonics 3 through 10 of the same fundamental frequency; this was an attempt to stream a pure tone with a "missing" fundamental of the same frequency. He found that it was not possible with either stimulus to obtain a coherent stream percept. However, it was necessary that these stimuli have vastly different spectral structures: if one were to partially overlap the spectral structures of the respective tones, it would be impossible to separate the percept of streaming based on frequency contiguity from that based on pitch contiguity. For example, if the first tone consisted of harmonics $3 f, 4 f$, and $5 f$, and the second tone consisted of harmonics $5 f, 6 f$, and $7 f$, how is one to know if

Figure 20. Van Noorden (1975) tried alternating two tone complexes of differing harmonic structure but identical "missing" fundamental and also tried alternating a sine tone with an 8 -tone complex whose "missing" fundamental was at the same pitch as the pure tone. He was not able to obtain streaming of the fundamentals in the first example or of the sine tone and the "missing" fundamental in the second example.
the streaming effects reported are due to a repetition of $5 f$ or to the perception of a repeating "missing" fundamental, $f$. A primary result of this arrangement of harmonics was that van Noorden used substantially different timbres in the two tones, and this condition may have contributed substantially to the prevention of stream formation. Equally likely is the possibility that stream formation mechanisms do not use pitch information but use frequency information. The following findings may lend support to the former notion.

Our work on timbre effects in stream formation [25] found an anomalous result that may have been due to pitch effects interacting with timbre effects. In Figure 21, two of the test cases used in that study are shown. In the first, the higher tone pair of the repeating four-tone sequence is enriched with the third harmonic and in the second case the lower pair is similarly enriched. The first case was found to segregate significantly more than the second. It is McAdams' contention that this is the result of an interaction between perceived pitch "height" and timbral "brightness." This "brightness" seems to be related primarily to spectral "center of gravity." In our example with the enriched high pair, the pitch "height" is already greater than that of the low pair and the addition of a higher component increases the "brightness" of its timbre. The perceptual integration of these two factors may facilitate the segregation of the tone pairs by resulting in an overall increase in perceived "height" of the tones in the high pair. However, in the second condition where the low pair was enriched, the increase in "brightness," interacting with perceived pitch "height," apparently served to increase the overall perceived "height" of the lower pair. This would bring it into closer perceptual proximity to the higher pair
and thus attenuate the effect of the difference in timbre between the two pairs. But this condition still evoked more segregation than two isotimbral control cases, where all of the tones were composed of either one or two components. Of interest here, again, is the fact that pitch and timbre movement may work against each other.

While these timbre changes have proven to be a consistent irritant to the experimenter pursuing the elusive "missing" fundamental, the implied interrelationships between timbral "brightness" and pitch "height" may prove interesting to investigate in terms of stream formation and to apply (both experimentally and compositionally) to melodic sequence construction. Grey [18] has delineated a three-dimensional timbre space roughly defined by 1) spectral distribution, 2) spectral fluctuation and synchronicity of higher harmonic transients, and 3) low-amplitude, high-frequency attack transients. How does the "distance" between events in this timbre space affect the temporal coherence and fission boundaries? Do the effects obtained vary differently along these different dimensions associated with timbre? Research by Wessel [35] and Grey and Gordon [19,20] has provided information which would allow the composer to deal with timbre as a compositional parameter. This information also allows a certain degree of prediction of the perceptual relationships between sounds resulting from such timbral variations.

## Fusion, Timbre, and Frequency Streaming

The idea of competing perceptual organizations is an exciting one for music composition and theory. Bregman and Pinker [10] investigated the competition between sequential


Figure 21. One result of McAdams' study (1977) suggested that there is an interaction between pitch "height" and timbral "sharpness" (see text). In a repeating 4 -tone sequence, one of the pairs of tones was selectively enriched by adding the third harmonic. A greater degree of segregation of the high and low streams was found for the former case. The dashed lines indicate the twostream percepts and the dotted lines indicate a potential one-stream percept. The vertical solid lines represent the fusion and timbre of the 2 -tone complex.
(or frequency) organizations and simultaneous (or timbral) organizations in the formation of auditory streams. The stimulus used by Bregman and Pinker was a sine tone alternating with a two-tone complex. In Figure 22, tones A and $B$ would represent the sequential organization and tones $B$ and $C$ would represent the simultaneous organization. The harmonicity and synchronicity of tones $B$ and $C$ in the complex were varied as was the frequency separation between the sine tone $A$ and the upper component $B$ of the complex. The rationale for varying these two parameters was as follows. Tones with frequency relationships derived from simple ratios, i.e. those that exhibit "consonance," should tend to fuse more readily than combinations considered to be dissonant. While the evidence for this was very weak in the Bregman and Pinker study, work currently in progress in Bregman's laboratory strongly suggests that this is indeed the case. The new evidence further suggests that the effect of harmonicity itself is relatively weak and may be overridden by stronger factors such as frequency contiguity and synchronicity of attack and decay. Tones with synchronous and identically shaped attack and decay ramps are more likely to fuse than those with asynchronous or dissimilar attacks and decays $[12,15]$. This may be a major cue in being able to parse out the different instruments playing together in an orchestra since they all have substantially
different attack characteristics. In addition, there is a very low probability of several people precisely synchronizing their attacks.

In light of this work, one might make the following predictions for the perception of the stimuli used by Bregman and Pinker: 1) Sequential streaming is favored by the frequency proximity of tones $A$ and $B$ (as we have illustrated in the earlier examples). 2) The simultaneous (or timbral) fusion of tones $B$ and $C$ is favored by the synchrony of their attacks. 3) These two effects "compete" for tone B's membership in their respective perceptual organizations. 4) Finally, when tone B is "captured" by tone A, it is removed from the timbral structure and tone $C$ sounds less rich. Thus, it is reasoned that if the two simultaneous sine tones $B$ and $C$ are perceived as belonging to separate streams, they should be heard as sine tones. But if they are heard as one stream, they should sound like one rich tone.

It would be appropriate to introduce the notion of "belongingness" at this point, since we talk of tones belonging to streams, and of frequency components and the timbre resulting from their interaction belonging to a perceived tonal event. "Belongingness" (a term used in the perceptual literature of Gestalt psychology) may be considered as a principle of sensory organization which serves to reconstruct physical "units" into perceptual events by grouping sensory attributes


Figure 22. The competition between sequential and simultaneous organizations in the formation of auditory streams is shown here. Tone $B$ can belong either to the sequential organization with tone $A$ or to the simultaneous organization with tone $C$ but not to both at the same time. Bregman and Pinker (1978) varied the frequency separations between tones $A$ and $B$ and between tones $B$ and $C$ and also varied the relative synchrony of onset of tones $B$ and $C$. The dotted lines in the figure indicate the stream percepts and the vertical solid lines represent the fusion of tones $B$ and $C$ (cf. Taped Illustration 15).
of those events into unified percepts. As Bregman [2] points out, "belongingness is a necessary outcome of any process which decomposes mixtures, since any sensory effect must be assigned to some particular source." In this case, when the simultaneous tones B and C are segregated, the timbre resulting from their interaction still exists and can be heard if one listens for it, but it is not perceptually assigned to either of the tones B or C , and thus does not affect the perception of them. The nature of a stream is such that its qualities are due to the perceptual features assigned to it.

In Taped Illustration 15 one can hear a case in which A is close to B in frequency and C is asynchronous with B . Then a case is heard where $A$ is further away from $B$ in frequency and C is synchronous with B. Tones B and C have the same frequencies in both cases. Listen for both the A-B stream and the richness of tone C. The listeners in Bregman and Pinker's study reported perceiving $C$ as being richer when $B$ and $C$ were synchronous, and this judged richness dropped off with an increase in asynchrony, i.e. as C either preceded or followed B by 29 or 58 msec . As the frequency separation between $A$ and $B$ was increased, $C$ was reportedly perceived as being increasingly rich.

## The Role of Context in Determining Timbre

These findings indicate that the perceived complexity of a moment of sound is context-dependent (see [19] as another example of the trend toward viewing timbre as depending on context). Context may be supplied by a number of alternative organizations that compete for membership of elements not yet assigned. Timbre is a perceived property of a stream organization rather than the direct result of a particular waveform, and is thus context-dependent. In other words, two frequency components whose synchronous and harmonic relationships would cause them to fuse under isolated conditions may be perceived as separate sine tones if another organization presents stronger evidence that they belong to separate sequential streams.

A very compelling demonstration of the decomposition of a timbre organization by alternate frequency streaming organizations is illustrated in Figure 23. When tone $A$ is presented by itself it elicits a timbre, denoted $T_{A}$. If this tone is preceded by tone B eliciting timbre $\mathrm{T}_{\mathrm{B}}$, and succeeded by tone $C$ eliciting timbre $T_{C}$, one notices that timbre $T_{A}$ completely disappears and is replaced by timbres $\mathrm{T}_{\mathrm{B}}$ and $\mathrm{T}_{\mathrm{C}}$. Here the highest and lowest components of tone A are streamed with those of tone $B$ and subsequently assume a timbre identical to that of tone B. Also, the inner components of tone A stream with those of tone C and assume a like timbre (Taped Illustration 16).

An important question concerning the assignment of timbre and pitch to a tonal event arises. Both timbre and pitch have been found to be context-dependent $[10,21$, respectively]. But each may be determined by different ongoing contextual-organizations; as such they may be considered to be associated perceptual dimensions of a sound but may not be inextricably bound to one another. How relevant to music theory, then, are studies that deal with the perceived pitch and timbre of tones in isolation? This question is not meant to insinuate that sensory and psychophysical experimentation are useless. Far from it. If we think in terms of investigating the experience of music at different levels of processing (Figure 24), we see how important all of these areas of research are in building the whole picture. The raw physical input is modified by the limits of the sense organ whose output is still further modified by cognitive processes. But by studying steady-state, or at least relatively simple signals, we can find the limits and interactions of the sense organs and peripheral processes, such as temporal and spectral resolution, lateral inhibition, and masking, which limits affect the final percept. Beyond these, the central perceptual processes such as pitch extraction, timbre buildup, and coherence and fission modify the initial neural result of stimulation of the sensory system. Further interactions in higher brain processes such as attentional processes, memory and comparison of pitch, timbre and loudness, context extrac-


Figure 23. The first part of this figure shows a repeating tone (A) consisting of 4 harmonics. This tone would elicit a certain timbre percept, $T_{A}$. In the second part this tone is preceded by tone $B$, consisting of the top and bottom harmonics, and is succeeded by tone $C$ consisting of the two inner harmonics. Tone $B$ elicits timbre $T_{B}$ and tone $C$ elicits timbre $T_{C}$. However, due to the streaming of tone $A$ 's components with those of tones $B$ and $C, T_{A}$ totally disappears and is replaced by $T_{B}$ and $T_{C}$ (cf. Taped Illustration 16).


Figure 24. This block diagram suggests a possible arrangement of the processing of acoustic information at different interconnected levels of the auditory system.
tion, and form and texture integration, sculpt the transduced information into meaningful percepts. It is felt that all of these levels of processing feed into each other in a sort of heterarchical (as opposed to a hierarchical) system. The point being made is that in the framework of music where all of these complex interactions are of great importance, the context that is created may be the essential determinant of the musical result of a given sound. One sound is potentially perceivable in a great number of ways, depending on its context.

## Melody

This leads us to believe that the fundamental perceptual element in music may be the "melody" rather than the isolated tone. Or in the terminology of auditory perception, the fundamental structure is the auditory stream. This is not, of course, a new notion; but an empirical approach may allow us to clarify and delimit the concept to the extent that we may predict the perceptual results. That, in the mind of the first author, is the primary concern of the composer. Let us, then, examine melody and its relation to attention.

For our purposes, we can think of melody as a connected and ordered succession of tones [28]. It follows then that temporal coherence is necessary for a sequence of tones to be perceived as a whole. On the other hand, a
sequence of tones may segregate into two or more separate streams which are individually coherent. In this case, we would perceive several simultaneous melodies rather than one.

If such an operational definition of melody is tenable, we must then question how it is that some of the extensions of elements other than pitch for "melodic" material are valid perceptually. For example, when a composer uses timbre as thematic material, do we still perceive the sequence as maintaining a temporal continuity? Sometimes coherence is maintained by sensitive performers and sometimes it can be very difficult to perceive. Of course, we have not included other elements which affect the perception of melody, such as underlying harmonic structure, but we are only attempting to convey the notion that temporal coherence should be considered essential to melody formation. Conversely, one may use the principles of fission to develop rules for creating polyphony and counterpoint in sequences of acoustic events.

## Attention and Musical Structure

It has become apparent to the first author that musical structure, as it is perceived in real-time, is inextricably bound to attentional processes. A bit of introspection will reveal that there are at least two kinds of attentional processes, which we might call active or willful attention, and passive or automatic attention. One might willfully direct one's attention to some object or sequence of events, such as listening to particular events within a piece of music. Or, some unusual event might attract one's attention unexpectedly, such as the honking horn of an oncoming car you had not noticed as you stepped into the street absorbed deep in thought. That horn demands your attention and in all probability gets it in a hurry. In particular, both kinds of attention may participate in the process of listening to auditory streams. For instance, in Figure 5 when a sequence of tones lies above the temporal coherence boundary, no amount of active attention can extract the percept of one coherent stream. Here perception is limited by passive attentional processes [28]. This has important consequences for composers who intend to use fast melodic sequences, since it suggests that there are tempi at which the listener may not be able to follow as a melody the sequence you have constructed, regardless of the attentional will power invoked. An example of these effects may be found in the sequences presented at different rates in Charles Dodge's Earth's Magnetic Fields. Without pretending to know the composer's intent, it can be amusing to listen to the same sequence decompose and re-integrate itself during various tempo changes. In a multi-streamed sequence one can relax attentional effort with the result that attention might randomly alternate among the available streams. Or one might selectively focus attention on any one of them individually and even play them against one another.

Van Noorden reported that the temporal coherence boundary (the boundary below which all tones may belong to one stream) is not affected by previous knowledge of the sequence, and considered it to be a function of a passive attentional mechanism, given that the listener "wants to hear coherence." However, what happens between the boundaries of temporal coherence and fission depends upon a number of factors, such as context, and seems to be under the influence of attention. Dowling [17], for example, reported that if listeners knew beforehand which melodies were being interleaved, they could, with a bit of practice, extract the appro-
priate melody even at very small separations of the ranges traversed by each melody. It is currently assumed that this ability would degenerate at faster tempi. In addition, van Noorden found an effect at very fast tempi where it was virtually impossible to hear sequences within a range of two or three semitones as other than temporally coherent. At very fast tempi (about 12.5 tones $/ \mathrm{sec}$.) the tones of such narrow patterns are not heard as separate members of a sequence, but actually merge into a continuously rippling texture, as one can hear in Taped Illustration 17. There are thus attentional limits in the ability of the auditory system to track a sequence of events. When events occur too quickly in succession, the system uses the various organizational rules discussed in this article to reorganize the events into smaller groups. It may then track events within a particular group if the listener is paying attention to it, but this narrowing of focus necessarily causes a loss of information. One result is the inability to make fine temporal order judgments between streams. These organizational mechanisms reflect the tendency of the auditory system to simplify things in the face of excessive complexity. In the example where the fast sequence of tones merges into a continuous "ripple," the auditory system is unable to successfully integrate all of the incoming information into a temporal structure and simplifies the situation by interpreting it as texture (see also [31]). Thus the auditory system, beyond certain tempi, may interpret the sequence as a single event and assign to it the texture or timbre created by its spectral and temporal characteristics.

An understanding of (or intuition about) these organizational processes can lead to new dimensions of control over musical structure. For example, one might construct contrapuntal sequences that play across various stream boundaries and through different borderline regions between temporal coherence and fission. (It may be that composers such as Bach were already using perceptual ambiguity consciously in their work.) Any or all of the relevant musical parameters might be used to accomplish this. Then, an appropriate use of events that vie for or demand the listener's attention can be used by the composer to "sculpt" the attentional processes of the listener. Since some events seem more striking to some persons than to others, this attentional sculpture in time would lead different listeners through different paths of auditory experience. Further, perception is bound to vary from time to time within a single person, so the experience would be different with each listening. A composition of sufficient, controlled complexity might thus be perceptually infinite for a given listener.

## Conclusion

An attempt has been made here to point out that composers and music theorists should thoroughly examine the relationship between the "musical" principles they use and espouse, and the principles of sensory, perceptual, and cognitive organization that operate in the human auditory system. Many of the principles discussed in this article extend to higher-level perceptual analysis of musical context and structure and may well represent a scientific counterpart to some extant music theoretical principles. In other cases, though, this group of phenomena suggests perceptual organizations which have little relation to methods currently used to construct or analyze musical structure. To ignore the evidence from the real life system in developing a theory of
music or a musical composition is to take the chance of relegating one's work to the realm of what might be termed "paper music."
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## Appendix 1

## Description of Taped Illustrations

1. A repeating sequence of three high tones $(1600,2000$, 2500 Hz .) is interspersed with three low tones ( $350,430,550$ Hz .) used by Bregman and Campbell (1971). a) At a tempo of five tones $/ \mathrm{sec}$. the sequence is perceived as one stream of alternating high and low tones (cf. Figure 1a). b) At a tempo of ten tones $/ \mathrm{sec}$. the sequence segregates perceptually into one stream of high tones and one stream of low tones (cf. Figure 1b).
2. Another repeating six-tone sequence is played at a tempo of ten tones/sec., but the higher triplet is closer in frequency to the lower. Tone F may be perceived as belonging to either the high stream or the low stream depending on the listener's focus. Note that tone F cannot belong to both streams at once (cf. Figure 2).
3. A repeating six-tone sequence starts at a slow tempo. As the tempo is gradually increased, the sequence is progressively decomposed into smaller perceptual streams until it is no longer possible to follow the tonal events which merge into the percept of timbre or texture (cf. Figure 3).
4. Using the same initial sequence as in Taped Illustration 3 , the frequency separation between temporally adjacent tones is gradually increased. The same sort of decomposition into smaller streams occurs. The limits in this example are determined not by temporal resolution but by the audible frequency range (cf. Figure 3).
5. The tones of two familiar melodies are interleaved in the same frequency range. As the frequency range of one melody is shifted away from that of the other, the melodies become recognizable.
6. a) In the first part of this example (see Figure 4), tones A and B , alternating in one frequency range, form a separate stream from tones X and Y , alternating in another frequency range. b) In the second part, tones $X$ and $Y$ are moved into the proximity of the frequencies of tones A and B with a sub-
sequent perceptual change. Now tones $A$ and $X$ stream, as do tones B and Y. Note also that the rhythms of the respective streams change between the two examples.
7. This example demonstrates the streaming potential of a sine wave used for frequency modulation of a sine tone. The progression heard is from a very slow, trackable modulation, through a point where the high and low peaks of the modulated sound segregated and then to the point where a timbre is perceived. The example then returns to the initial modulation frequency.
8. Two sine waves are modulated exponentially in frequency. One ascends in frequency, the other descends in frequency and they cross at one point. Most listeners report hearing high and low V -shaped contours as opposed to hearing the full glissandi.
9. First, gated speech is heard. Note the difficulty in discerning the message. However, when the gaps are filled with white noise, the spoken message sounds continuous and a pulsing noise is heard in the background.
10. The same demonstration as in Taped Illustration 9 is used on musical material. It is difficult to induce the information lost in the gaps until those gaps are filled with white noise.
11. The first part of this example is a repeating four -tone pattern, all of the tones of which have the same timbre. This represents a pattern usually perceived as being temporally coherent. However, when the third harmonic is added to the second and fourth tones of the pattern, thus changing their timbre, two streams of differing timbre may be heard. The frequencies of the fundamentals are not changed (cf. Figure 14).
12. Two glissandi with identical spectral structures moving in opposite directions are heard separately since none of their spectral components cross in frequency (cf. Figure 16).
13. Two glissandi with differing spectral structures moving in opposite directions are made to cross each other in frequency. Their differing timbres still allow the listener to segregate them perceptually ( $c f$. Figure 17).
14. The same timbres used in Taped Illustration 13 are arranged such that their pitches cross but none of the frequency components cross. They are still heard as separate glissandi (cf. Figure 18).
15. In the first part of this example (see Figure 22) tones $A$ and $B$ are close to each other in frequency while tones $B$ and C are asynchronous (tone C leads tone B by 29 msec .). Tones $A$ and $B$ form a sequential stream and tone $C$ is perceived as being fairly pure. In the second part, tone A's frequency is separated from that of tone $B$ and tones $B$ and $C$ are synchronous in attack and decay. Tone $A$ forms a stream by itself and tones B and C fuse into a single, richer percept.
16. First, a repeating four-component tone is heard. Note the timbre of this tone (see Figure 23). Then this tone $A$ (at the same repetition rate) is preceded by a tone $\mathbf{B}$ consisting of the top and bottom components of tone $A$ and is followed by a tone $C$ consisting of the two inner components of tone $A$. Two streams are formed and the components of A are split into separate streams with tones B and C. Accompanying this stream organization is a decomposition of tone A's timbre into the timbres of tones B and C .
17. In this example a sequence of tones very close to each other in frequency is slowly accelerated in tempo until the percept of one continuous, rippling tone is achieved. Then the tempo is decelerated until the individual tones can be heard once again.
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[^0]:    (1) A tape containing sound examples is available from Mr. McAdams. Descriptions of the taped illustrations are found in Appendix 1.

